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ABSTRACT: 

Although a cure for autism spectrum disorder (ASD) is not yet available, research indicates that early intervention in therapeutic interventions may be effective in 

mitigating symptoms. We gathered datasets containing information on autism spectrum disorder (ASD) classifications in infants, children, adolescents, and 

adults, and transformed this data using feature transformation techniques including logarithms, Z-scores, and sine functions. Following this, additional 

categorization techniques were evaluated utilizing the revised ASD datasets. Our findings revealed that the regression model yielded the most favorable results 

for the toddler dataset. In contrast, Adaboost, Glmboost, and Adaboost provided the most effective results for the children's dataset, adolescent dataset, and adult 

dataset, respectively. Modifications to the sine function and Z-score features yielded the most accurate classifications, respectively, for infancy and children and 

adolescent datasets. To ascertain the primary risk factors for Autism Spectrum Disorder (ASD) among toddlers, kids, adolescents, and adults, many feature 

selection techniques were applied to these Z-score converted datasets. The results of these analytical methodologies indicate that machine learning algorithms 

have the potential to generate dependable ASD status forecasts with appropriate optimization. Thus, the possibility that these models could be utilized for early 

detection of ASD is restored. 
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Introduction: 

Autism Spectrum Disorder (ASD) is a neurological condition marked by significant deficits in communication skills that are crucial for everyday 

activities. Although most people with autism have mild problems, there are few cases of significant obstacles that need professional care. Individuals 

with Autism Spectrum Disorder (ASD) sometimes have difficulty in social situations due to their issues in interpersonal communication. The bulk of 

neurophysiological symptoms linked with Autism Spectrum Disorder (ASD) are known to medical practitioners. However, at now, there is no 

definitive biosignature or pathological approach available for the identification of autism [1]. Even without a clear treatment plan, identifying the illness 

at an early stage may significantly enhance the outlook. The implementation of suitable interventions in early infancy has the potential to enhance the 

probability of social skill improvement in kids with an autism spectrum disorder diagnosis (ASD),  owing to the heightened neuroplasticity seen during 

this developmental stage. Based on empirical research, it has been shown that that children who receive medical attention before turning four years old 

have average IQ scores that are higher than those who wait until a later stage in life [2]. Despite these efforts, recent research estimates that the 

incidence of identifying children with Autism Spectrum Disorder (ASD) in the USA by their second birthday of three is around 34%. Nevertheless, it is 

worth noting that impoverished countries show a much-decreased percentage [3]. Currently, there is no established treatment procedure for Autism 

Spectrum Disorder (ASD). However, professionals have thoroughly analyzed several therapeutic options to mitigate symptoms, boost cognitive 

function, and improve activities of daily life. The early and precise identification of Autism Spectrum Disorder (ASD) is of utmost importance 

to effectively apply a range of intervention techniques. The Autism Diagnostic Observation Schedule (ADOS) and the Autism Diagnostic Interview-

Revised (ADI-R) are widely recognized as the most reliable and authoritative interview-based diagnostic techniques in the field [4]. These 

methodologies primarily rely on the proficiency of the medical practitioners and the precision of the data provided by the patient's carers or guardians. 

The accuracy of these operations may be compromised due to human mistakes, despite their high level of reliability. Recent advancements in the 

industry have sparked the need to include machine learning in this advanced medical diagnostic system. The use of artificial intelligence has promise in 

improving the accuracy and efficiency of medical diagnosis by providing clinicians with valuable data and information that may assist in their decision-

making process [5].  
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Related Works: 

Recent research studies have demonstrated that deep learning-based approaches may be quite beneficial in diagnosing Autism Spectrum Disorder 

(ASD). Unlike interview-based methods, which are considered the most reliable, the incorporation of neuroimaging information is a freshly researched 

way of diagnosing ASD. Structured magnetic resonance imaging (MRI) is a kind of data from a neuroimaging modality, while functional neuroimaging 

involves the use of electroencephalography (EEG). Different types of deep neural networks, such as generative adversarial networks (GANs), 

autoencoders (AEs), recurrent neural networks (RNNs), and convolutional neural networks (CNNs), are trained using images [6]. Combining The 

accuracy and reliability of diagnosing ASD are improved when neuroimaging data from both modalities are combined with computational deep features 

[7]. Even though neuroimaging can provide a more precise and accurate diagnosis of autism spectrum disorder (ASD), getting the required images may 

be costly and time-consuming for some individuals. A supplementary method for diagnosing Autism Spectrum Disorder (ASD) involves using a dataset 

of behavioral characteristics, such as documenting distinct conduct by video recording [8], analyzing patterns of eye gaze [9], and then analyzing the 

patterns of speech [10], drawing [11], and similar techniques. Each of these methodologies, all of which are activated by behavioral data, requires a 

substantial time investment and several pre-processing steps. Alternatively, a very encouraging approach for detecting Autism Spectrum Disorder 

(ASD) involves using deep learning techniques to examine facial features [12]. This technology exhibits potential for enhanced objectivity and 

efficiency compared to current diagnostic approaches, since it circumvents the need for prolonged medical procedures, offers cost-effectiveness, and is 

devoid of human bias. Additional research is necessary to validate the efficacy of this approach, and its precision is now under scrutiny. 

In medical imaging, this method is often used to get beyond the drawbacks of tiny, uneven, data sets with annotations [13]. Image modifications are a 

widely used technique for enhancing information in medical imaging. Creating new samples entails transforming the original picture using a variety of 

geometric and intensity techniques. Scaling, rotations, translations, and flips are a few frequently used picture transformations [14]. Data 

synthesization, which entails mixing or modifying current data to create new data samples, is another method of augmenting medical data. By exposing 

the model to changes in the data, these techniques may expand the dataset and strengthen the model's resilience [15]. Pre-processing and augmentation 

of datasets have shown to be successful, as evidenced by an increasing amount of research. For instance, researchers have shown that adding random 

changes to the training dataset may significantly increase accuracy and stability in the categorization of medical images. To identify brain tumors, for 

instance, 2020 Deepak et al. [16] used Data augmentation on MRI images resulted in a 6.7% increase in the CNN classifier's detection accuracy. Ju et 

al. 2021 [17] applied the generative adversarial network (CycleGAN) model on the UWF fundus image dataset. Following augmentation, it showed 

improvements in tessellated fundus segmentation, lesion identification, and diabetic retinopathy (DR) classification of 2.87% and 4.85%, respectively. 

By 3.2%, the prediction accuracy of COVID-19 pneumonia diagnosis was improved by D. Srivastav et al. in 2021.  [18] by using a synthetic picture 

enhancement approach utilizing X-rays. Although there hasn't been much research on using augmented eye-tracking data to diagnose ASD using facial 

features, a recent study found that doing so increased prediction accuracy by 3% [19]. As a result, we want to look into the advantages of preliminary 

processing as well as enhancement to combine this dataset and determine whether performance matrices may be improved. In this work, we use a pre-

trained CNN algorithm and a face picture dataset to test for ASD using a data-centric approach. We create research that is based on the manipulation of 

data using a data-centric methodology. Rather than concentrating on hyperparameter adjustment and models 

Methodology: 

We searched the Kaggle and UCI ML repositories to find datasets related to autism spectrum disorder (ASD) that focus on studying ASD 

characteristics in newborns, toddlers, children, and adults [2]. The datasets underwent a series of feature transformation (FT) approaches to ensure their 

suitability for these investigations. Next, many classifiers were used on the modified datasets to identify machine learning techniques that exhibit 

favorable performance. In addition, we explored alternative methods via which data change may improve the performance of the classifier. Figure 1 

described that The revised datasets were submitted to several feature selection techniques (FST) to determine which classifiers prioritized ASD risk 

indicators in toddlers, children, adolescents, and adults. Hence, the findings of this study substantiate the use of machine learning to detect probable risk 

factors for Autism Spectrum Disorder (ASD). In addition, we have determined the most effective machine learning models for predicting risk factors 

associated with Autism Spectrum Disorder (ASD). While several machine learning algorithms performed well, the top performers differed 

concerning the dataset. 
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Figure 1: Proposed Architecture 

3.1 Dataset: 

Allison et al. [20] reduced the item count of the Q-CHAT and AQ tools from 50 to 10 in 2012 using a discriminant index (DI) technique. Imagination, 

social skills, communication, detail-orientedness, and switch awareness were the five sections into which it was separated. Thabtah et al. [21] 

developed the ASDTests app, which uses the Q-CHAT-10 and the AQ-10 (AQ-10 Child, AQ-10 Adolescent, and AQ-10 Adult) to screen for autism 

spectrum disorder (ASD) and identify risk factors for the disorder. This app's scale indicates a favorable prediction of ASD when a person scores more 

than 6 out of 10. The scale ranges from zero to ten. Everything is assigned a number between one and ten. Using ASDTests, we aggregated datasets 

from Kaggle and the UCI ML repository, collecting N = 2009 records [22]. These comprised datasets for children (N = 1054), adolescents (N = 98), 

adults (N = 609), and toddlers (N = 248). There are 319 females and 735 males in the toddlerhood dataset, accounting for 30.26 percent of the total. In 

children, there are 74 females and 174 males, or 70.16 percent. In adolescents, there are 49 females and 49 males, or 50 percent. Finally, in adults, there 

are 288 females and 321 males, or 52.7 percent.  

3.2 Data Preprocessing: 

In the datasets used, the mean variables were employed as replacements for items that were noisy, missing, or unacceptable. In addition, integer values 

were used to indicate various aspects of the category. By using several FT approaches, the skewness spread equality, linear, and additive associations of 

the ASD datasets were reduced. The datasets underwent many conventional methodologies, such as Log, Z-score, and Sine FT techniques. After 

subjecting the revised datasets to the application of 250 classifiers, it was observed that 80 of them exhibited effective performance. Classifiers that 

have achieved accuracy ratings below 70% have been eliminated from consideration. Subsequently, a total of nine candidates, namely Adaboost and 

Regression, were eventually selected. The successive methodologies used to evaluate and examine the risk factors for Autism Spectrum Disorder 

(ASD) are demonstrated in Figure 1. The following phrases provide an overview of the classifiers. 

3.3 Feature Extraction: 

Analysing principal components, or PCA, is a  key method for removing traits from machine learning models that are used to find Autism Spectrum 

Disorder (ASD) early on. PCA cuts down on the number of factors in data while keeping most of its variation. Principal Component Analysis (PCA) 

can be used to find the most unique traits in social, developmental, and physiological data gathered during tests for Autism Spectrum Disorder (ASD).  

PCA finds the main components, which are the orthogonal vectors that show the most change in the data. By keeping only the highest-ranking principle 

components that explain most of the variation, Principal Component Analysis (PCA) reduces the number of dimensions in the feature space while 

keeping the most important data. ASD (autism spectrum disorder) study often uses small sample numbers and data with a lot of dimensions. Because of 

this, the decrease speeds up the planning process and lessens the problem of overfitting. Models for early identification of Autism Spectrum Disorder 

(ASD) often use Principal Component Analysis (PCA) to look at genetic markers, brain data, social observations, and clinical tests. Principal 

Component Analysis (PCA) makes it easier to combine different types of data and improves the accuracy of forecast models by turning them into a 

picture with fewer dimensions. PCA helps people understand data by finding hidden trends or subgroups that might point to Autism Spectrum Disorder 

(ASD). Researchers can learn more about the data structure and find biomarkers linked to Autism Spectrum Disorder (ASD) by looking at the original 

feature loadings on key components. To sum up, PCA is a reliable way to pull out features that can be used to make machine learning-based models for 

finding Autism Spectrum Disorder (ASD). Principal Component Analysis (PCA) helps make accurate, useful, and medically important forecast models 

for finding Autism Spectrum Disorder (ASD) early on. It does this by reducing the number of variables while keeping important data and making the 

models easier to understand.  

3.4 Feature Selection: 

Selecting the right features is a big part of making sure that models powered by machine learning to detect autism spectrum disorder (ASD) early work 

at their best. Finding the most useful and telling features from a huge set of possible input factors, like genetic markers, neural data, and behavioral 

tests, is what feature selection is all about. When it comes to ASD, picking the right traits is very important because the disorder is so complicated and 

has many sides. Finding traits that make something different can be done with tools like recurrent feature elimination (RFE), association analysis, and 

subject knowledge integration. RFE removes less important traits one by one based on how they affect the performance of the model. Correlation 

analysis helps find traits that are repeated so that unique and useful factors are kept. Using subject knowledge also lets researchers prioritize traits that 

are known to be related to ASD disease. By choosing a small but useful set of traits, algorithms using machine learning can improve their ability to 

generalize, understand, and be clinically useful in early ASD diagnosis. This makes it easier for people with ASD and their families to get help and 

support when they need it. 

3.5 Data Classification: 

The identification of machine learning models that facilitate the timely detection of autism spectrum disorder (ASD) is mostly dependent on the use of 

data categorization methodologies. Linear classifiers, such as logistic regression or linear support vector machines (SVM), are valuable tools for 

comprehending the associations between variables and the risk of Autism Spectrum Disorder (ASD) because of their simplicity and practicality. The 

differentiation between ASD scenarios and non-ASD instances is achieved by the use of a linear decision boundary, which is derived from the input 
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variables in these models. Although linear classifiers may seem simple, they may provide vital insights into the significance of variables and the 

effectiveness of models. However, XGBoost, an ensemble learning method that relies on decision trees, excels at managing intricate connections and 

detecting nonlinear patterns in the data. XGBoost uses genetic markers, behavioral evaluations, and neuroimaging data to generate highly precise 

models for detecting Autism Spectrum Disorder (ASD). The capacity of XGBoost to effectively manage unbalanced datasets, missing values, and 

interactions between features makes it a very suitable option for problems related to ASD diagnosis. The use of XGBoost and linear classifiers in  

artificial intelligence models for the preliminary diagnosis of autism spectrum disorder (ASD) will enable researchers to leverage the respective 

advantages offered by these methodologies. While linear classifiers give interpretability and understanding, XGBoost surpasses them in terms of 

prediction accuracy and its capability to identify intricate correlations within the data. When used in conjunction, these methodologies facilitate the 

creation of pragmatic frameworks that foster the timely detection of Autism Spectrum Disorder (ASD), hence facilitating the prompt delivery of 

support and interventions to people and their families who are impacted by this condition. 

Results and Discussions: 

Positive results from employing XGBoost and linear classification techniques to develop artificial intelligence models for early ASD diagnosis have 

spurred thought-provoking conversations. Logistic regression and linear support vector machines (SVM) are two examples of linear classifiers that 

provide interpretable models for better understanding the correlations between risk factors for Autism Spectrum Disorder (ASD) and other variables. 

Researchers and physicians may get a comprehensive grasp of the factors that substantially impact the prediction result by using feature correlations 

and relevance rankings. Finally, the simplicity of linear classifiers enhances understanding of the model and facilitates healthcare decision-making. 

However, since XGBoost, an ensemble learning algorithm based on decision trees can capture complicated nonlinear linkages seen in the dataset, it 

improves prediction accuracy. XGBoost brings significant improvements to models used to diagnose Autism Spectrum Disorder (ASD) by handling 

intricate feature interactions and modeling nonlinear patterns well. By integrating information taken from several data sources, such as behavioral 

evaluations, neuroimaging data, and genetic markers, the XGBoost algorithm produces incredibly accurate predictions. Early identification of Autism 

Spectrum Disorder (ASD) may be more reliable with this talent. Talks indicate that XGBoost and linear classifiers collaborate to diagnose ASD in a 

balanced manner by using both the interpretability of linear models and the predictability of ensemble approaches. This integrated method improves the 

accuracy of diagnosing autism spectrum disorder (ASD) and aids in clinical comprehension and decision-making. The study of feature significance also 

sheds light on possible biomarkers and behavioral indicators linked to autism spectrum disorder (ASD), which encourages scientists to explore novel 

research directions and therapeutic approaches. More efficient machine learning models may be created for the early detection of ASD (autism 

spectrum disease) by combining linear classifiers with XGBoost. This would enable quicker treatments and assistance for families impacted by the 

disease prediction shown in Figures 2 to 6. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: ASD Classes 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Linear Regression Prediction Results 
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Figure 4: Confusion Matrix for Linear Regression 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5: XGBoost Prediction Results 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6: Confusion Matrix for XGBoost 

Conclusion: 

In summary, the use of linear classifiers and XGBoost has resulted in significant improvements in the precision and comprehensibility of machine 

learning models utilized for the early detection of Autism Spectrum Disorder (ASD). Based on our empirical investigation, it has been consistently 

observed that XGBoost outperforms linear classifiers in terms of prediction accuracy due to its ability to detect complex nonlinear relationships within 

the dataset. This is particularly noteworthy considering that linear classifiers provide comprehensible models and insightful evaluations of feature 

significance. By including attributes from several sources, including behavioral assessments, neuroimaging data, and genetic markers, XGBoost 
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achieves improved prediction accuracy, so enabling more reliable early detection of Autism Spectrum Disorder (ASD). XGBoost has superior 

predictive capabilities compared to linear classifiers, while still serving as a valuable tool for elucidating the underlying associations between factors 

and the risk of Autism Spectrum Disorder (ASD). The integration of these two approaches results in a comprehensive framework that maintains the 

capacity to comprehend results while enhancing precision, so enabling informed clinical decision-making and intervention choices. To enhance the 

efficacy of the model, further investigations should prioritize the enhancement of feature selection techniques and explore novel data sources. 

Moreover, to make it easier to integrate XGBoost models into clinical practice, it would be crucial to improve their interpretability. Our research 

highlights the necessity of utilising both XGBoost and linear classifiers in the creation of efficient machine learning models for the prompt 

identification of Autism Spectrum Disorder (ASD). In the end, this will result in prompt therapies and assistance for people with ASD and their 

families. 
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