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ABSTRACT-  

Globally, 1 billion people have a vision impairment that could have been prevented or has yet to be addressed. This 1 billion people include those with moderate or 

severe distance vision impairment or blindness due to unaddressed refractive error (123.7 million), cataract (65.2 million), glaucoma (6.9 million), corneal opacities 

(4.2 million), diabetic retinopathy (3 million), and trachoma (2 million), as well as near vision impairment caused by unaddressed presbyopia (826 million). In 

terms of regional differences, the prevalence of distance vision impairment in low- and middle-income regions is estimated to be four times higher than in high-

income regions. With regards to near vision, rates of unaddressed near vision impairment are estimated to be greater than 80% in western, eastern and central sub-

Saharan Africa, while comparative rates in high-income regions of North America, Australasia, Western Europe, and of Asia-Pacific are reported to be lower than 

10%. Population growth and ageing are expected to increase the risk that more people acquire vision impairment. In this project in order to facilitate the blind we 

will be using deep learning algorithm such as efficientnet B3 to caption the image for the blind person in which the blind can know about the object detection, 

distance and position of object. This is been achieved by using advanced image captioning techniques implementing efficientnet B3 algorithms and tokenization 

methods where the scenes with different captions are learned by the machine. Whenever an image is captured via the camera are been recognized and predicted by 

the machine. The major objects are also predicted and the distances calculated from the camera. After the prediction, it is been sent as an audio output to the user 

which can help them identify the distance and position of object. Thus, with the help of this project we provide an artificial vision to the blind, which can help them 

gain confidence while travelling alone. 

Keywords- Recurrent Neural Networks(RNN), ImageNet Large Scale Visual Recognition Challenge(ILSVRC), Supervisory Control And Data 

Acquisition(SCADA), Machine-to-Machine(M2M), Convolutional Neural Networks(CNN) 

I. Introduction-  

The human eye is like a camera that collects, focuses, and transmits light through a lens to create an image of its surroundings. In a camera, the image is 

created on film or an image sensor. In the eye, the image is created on the retina, a thin layer of light-sensitive tissue at the back of the eye 

Like a camera, the human eye controls the amount of light that enters the eye. The iris (the colored circular part of the eye) controls the amount of light 

passing through the pupil. It closes up the pupil in bright light and opens it wider in dim light. The cornea is the transparent, protective surface of the eye. 

It helps focus light, as does the lens, which sits just behind the iris. When light enters the eye, the retina changes the light into nerve signals. The retina 

then sends these signals along the optic nerve (a cable of more than 1,000,000 nerve fibers) to the brain. Without a retina or optic nerve, the eye can't 

communicate with the brain, making vision impossible. 

Many people have some type of visual problem at some point in their lives. Some can no longer see objects far away. Others have problems reading small 

print. These types of conditions are often easily treated with eyeglasses or contact lenses. But when one or more parts of the eye or brain that are needed 

to process images become diseased or damaged, severe or total loss of vision can occur. In these cases, vision can't be fully restored with medical 

treatment, surgery, or corrective lenses like glasses or contacts. 
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II. Literature Survey- 

 

 

 

 

 

 

 

 

 

 

 

 

III. Proposed System-  

In this project in order to facilitate the blind we will be using deep learning algorithm such as efficientnet B3 to caption the image for the blind person in 

which the blind can know about the object detection, distance and position of object. This is been achieved by using advanced image captioning techniques 

implementing efficientnet B3 algorithms and tokenization methods where the scenes with different captions are learned by the machine. Whenever an 

image is captured via the camera are been recognized and predicted by the processor. The major objects are also predicted and the distances calculated 

from the camera. After the prediction, it is been sent as an audio output to the user which can help them identify the distance and position of object. Thus, 

with the help of this project we provide an artificial vision to the blind, which can help them gain confidence while travelling alone. 

IV Advantages of Proposed System- 

 Cheap and effective solution for the blind to become aware of the surroundings, Effective scene prediction model is developed, Provides an artificial 

vision to the visually challenged people. 
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V. Architecture diagram-  

 

 

 

 

 

 

 

 

 

 

 

 

 

VI. Description-  

In this project in order to facilitate the blind we have develop an artificial vision system with the help of deep learning techniques. Initially COCO dataset 

is collected to train the model, before training the model pre-processing of dataset is done so that the dataset can be directly applied to the deep Learning 

algorithms for further processes. After pre-processing feature extraction in done using efficientnet algorithm. Once the feature extraction is completed 

the model is trained using RNN algorithm. Recurrent neural networks (RNN) are the state-of-the-art algorithm for sequential data and are used by Apple's 

Siri and and Google's voice search. It is the first algorithm that remembers its input, due to an internal memory, which makes it perfectly suited for 

machine learning problems that involve sequential data. It is one of the algorithms behind the scenes of the amazing achievements seen in deep learning 

over the past few years. The major objects are also predicted and the distances calculated from the camera. This is achieved by using advanced image 

captioning techniques learned by the model. Whenever an image is captured via camera, the scenes are recognized and predicted by the machine. After 

the prediction, it is been sent as an audio output to the user which can help them identify the distance and position of object. 

 VII. Result-  

To begin with, testing of the trained model, we can split our project into modules of implementation that is done. Dataset collection involves the process 

of collecting image caption dataset. Then these datasets are pre-processed from convert the images into required size format so that it can be made ready 

for training with the model. The below figure shows the simple pre-processing techniques used for image resizing. 

Epochs vs Loss graph- 

 

 

 

 

 

 

 

 

  



International Journal of Research Publication and Reviews, Vol 5, no 3, pp 6596-6599 March 2024                                     6599 

 

 

The below figure shows the validating of image caption-  

 

  

 

 

 

 

 

 

 

 VIII. Conclusion-  

The project has been successfully implemented to provide a solution for the blind person in which the blind can have a device with them and know about 

the object detection, distance and position of object using the deep learning algorithm. The algorithm such as EfficientNetB3 to caption the image for 

blind and also identify the distance and position of object. The deep learning algorithm is the finest technique which ensures accuracy in the achieved 

output and algorithm has a highest quality guesswork. Thus, in this project in order to facilitate the blind we develop an artificial vision system which 

can help them gain confidence while travelling alone. 

 [XI]Future Work-  

In the coming future, we will review the scope of this of the project in the medical field, and try to enhance this technique in other fields. And there are 

more chance to develop or convert this project in many ways. Thus, this project has an efficient scope in coming future to guide the blind people about 

the surrounding environment and also cheap and effective solution for the blind to become aware of the surroundings. 
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