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ABSTRACT – 

 The development of a Multi-Behavior RFM (Recency, Frequency, Monetary) model utilizing an improved Self-Organizing Map (SOM) neural network algorithm 

for customer segmentation. The inclusion of multiple behaviors in the RFM model indicates a recognition of the complexity inherent in customer interactions. By 

enhancing the SOM neural network algorithm, the study likely aims to refine the clustering process, providing a more accurate representation of customer segments.  

This research could contribute to advancing the understanding of customer segmentation techniques, potentially offering businesses a more nuanced and effective 

approach to tailoring marketing strategies based on diverse customer behaviors. The paper's methodology and findings would likely shed light on the practical 

implications and benefits of employing an improved SOM neural network algorithm in the context of multi-behavior RFM modeling. 

Key Words :- Cluster analysis, Customer value, Fuzzy-AHP, RFM model, Self-Organizing Maps method (SOM). 

The major contributions of this study are as follows: - 

1. Aims to deconstruct multiple behaviors of consumers, such as purchase behavior, clicking, favorite, and adding to cart, in order to perform customer 

segmentation in an application promotion system. 

2. Analyzes the weight relationship between multiple behaviors of users and items using the superiority chart and entropy value methods. 

3.  An improved SOM neural network that utilizes the R, F, and M values obtained from the MB-RFM model. This neural network is used to classify 

customers into different categories based on their behaviors. 

4. Using real-world datasets to validate the effectiveness of the proposed method, particularly in sparse datasets. The results demonstrate that the 

classification performance of the method is significantly more accurate. 

1. Introduction 

This study addresses the limitations of conventional Recency, Frequency, and Monetary (RFM) models by introducing a pioneering approach termed 

Multi-Behavior RFM (MB-RFM). Unlike traditional models that primarily focus on purchase behavior, MB-RFM incorporates crucial user-item 

interactions. Leveraging the self-organizing map (SOM) algorithm, the study systematically analyzes not only recency, frequency, and monetary values 

but also various user behaviors such as clicking, favoriting, and adding to cart. Through methods like the superiority chart and entropy value analysis, the 

research establishes weight relationships between these behaviors, providing a more comprehensive understanding of customer interactions. 

The resulting MB-RFM model values are then integrated into an improved SOM neural network for customer segmentation. The study goes further by 

tailoring promotion strategies based on the identified customer categories, aiming to enhance application utilization and implement more targeted 

promotional efforts. Experimental validation using real-world datasets, especially in sparse conditions, confirms a significant improvement in accuracy 

for customer classification with the proposed MB-RFM method. This research not only introduces a novel approach to customer segmentation but also 

demonstrates its practical effectiveness through rigorous experimentation and validation. 

2. Literature Survey 

[1] Juan Liao, Aman Jantan, Yunfei Ruan [4]" Multi Behavioral RFM Model Based on Improved SOM Neural Network " 
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The study highlights two main advantages. First, it focuses on enhancing "Application Utilization," suggesting an emphasis on improving the practical 

use and effectiveness of the application or system under consideration. Second, the paper aims to "Improve Targeted Promotion," indicating a focus on 

refining promotional strategies to make them more precise and tailored to specific customer segments. The paper employs two statistical methods, namely 

entropy and the superiority chart method. 

The paper points out a gap in the form of "Performance Evaluation Measures are not elaborated." This implies that the study lacks a detailed explanation 

or exploration of the measures used to evaluate the performance of the proposed techniques. The absence of a thorough discussion on performance 

evaluation measures might leave readers questioning the robustness and effectiveness of the applied methods. 

[2] A. Joy Christy, A. Umamakeswari, L. Priyatharsini, A. Neyaa 

“RFM ranking – An effective approach to customer segmentation” 

The proposed algorithm in the study, which employs the Repetitive K-Means Algorithm, exhibits favorable characteristics, particularly in terms of 

computational complexity. The algorithm's efficiency and effectiveness in handling repetitive processes contribute to its advantageous features. This 

suggests that the proposed approach can achieve reliable results with computational efficiency, making it a noteworthy advancement in the context of 

clustering algorithms. Despite its advantages, the algorithm still faces challenges related to the RM K-Means problem with clusters. This implies that 

there may be issues or limitations associated with the robustness or adaptability of the algorithm when dealing with certain types of datasets or cluster 

configurations. The paper might delve into addressing these gaps or propose areas for further research to improve the algorithm's performance under 

specific conditions. 

Repetitive K-Means Algorithm this algorithm demonstrates significant advantages, particularly in terms of computational complexity, making it a 

promising technique for clustering applications. However, the study highlights specific challenges, such as the RM K-Means problem with clusters, 

indicating that there are areas where the algorithm may need further refinement or adaptation. The paper likely provides insights into the intricacies of 

the proposed algorithm, discussing its strengths and potential limitations, thus contributing to the broader landscape of clustering techniques. 

[3] Anas Syaifudin, Purwanto, Heribertus Himawan, M. Arief Soeleman. “Customer Segmentation with RFM Model using Fuzzy C-Means and 

Genetic Programming” 

The paper employs Genetic Programming (GP) to optimize Fuzzy C-Means (FCM) clustering. This approach is advantageous because Genetic 

Programming helps overcome the local minimum issue that can be encountered in FCM. This suggests that the application of GP enhances the efficiency 

of FCM clustering by mitigating challenges related to convergence to suboptimal solutions. 

Fuzzy C-Means (FCM) clustering, Genetic Programming (GP) for optimizing FCM. One notable gap in the paper is the absence of a comparative analysis 

with other clustering algorithms. The lack of such a comparison limits the broader understanding of the proposed FCM optimization technique in relation 

to alternative methods. Including comparisons with other clustering algorithms would provide a more comprehensive assessment of the proposed 

approach's strengths and weaknesses relative to existing techniques, contributing to a more robust evaluation of its effectiveness in practical applications. 

[4] Moulay Youssef Smaili, Hanaa Hachimi.” New RFM-D classification model for improving customer analysis and response prediction” 

The paper introduces an enhanced customer segmentation approach, leveraging a statistical clustering method. The key advantage lies in the improved 

consideration of diversity within customer segments. This suggests that the proposed methodology offers a more nuanced and accurate representation of 

customer behavior by incorporating diverse factors. 

A notable gap identified in the paper pertains to the insufficient explanation of the Customer Lifetime Value (CLV) factor calculation within the RFM-D 

(Recency, Frequency, Monetary, Diversity) model. The absence of a detailed explanation for CLV factor computation may hinder the reproducibility and 

comprehensive understanding of the proposed model. Addressing this gap would contribute to the overall clarity and applicability of the research findings. 

[5] Rachid AIT DAOUD, Belaid BOUIKHALENE, Abdellah AMINE, Rachid LBIBB.” Combining RFM Model and Clustering Techniques for 

Customer Value Analysis of a Company selling online” 

A real case study for an online selling company in Morocco is employed by combining RFM (recency, frequency and monetary) model and data mining 

techniques (cluster analysis) to achieve better market segmentation and improve customer satisfaction. Data mining techniques such as Self Organizing 

Maps and K-means are used in this study to divide all customers into an appropriate number of clusters. On the other hand, the customers are segmented 

into similar clusters according to their RFM values. Therefore, the characteristics of each cluster are examined in order to determine and retain profitable 

and loyal customers and then develop effective marketing strategy for each cluster of customers. 

The main purpose of this paper is customer segmentation and measuring their loyalty by combining RPM model and data mining techniques (Clustering 

analysis). First, behavioral variables, recency, frequency and monetary were obtained using RPM model, then customers were segmented by applying 

two different methods, in the first self-organizing maps is applied to determine that eight might be the best number of clusters in this study. Later, K-

means method is used to classify 730 customers into eight clusters in accordance with R, F, and M variables. 

[6] Israa Lewaa.” Customer Segmentation Using Machine Learning Model: An Application of RFM Analysis” 

Monetary (RFM) analysis tool is a relatively straightforward but highly effective means of recent transactions, with the end goal of identifying and 

targeting the most valuable customers for the purposes of performing focused and precision-targeted marketing campaigns (Shihab et al., 2019; Smaili & 
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Hachimi, 2023). Each consumer is assigned numerical scores based on these parameters, thereby rendering the analysis objective and data-driven. RFM 

analysis is rooted in the well-known marketing axiom that "80% of your business comes from 20% of your customers" (Alsayat, 2023; Bratina & Faganel, 

2023; Chakraborty, 2023). 

The major objective of the current work is to provide a mix of machine learning and Recency, frequency and monetary (RFM) analysis techniques for 

churn prediction using mostly transactional data. The dataset was taken from the online retail dataset. Every customer's Recency, frequency and monetary 

(RFM) scores are computed based on the available data. 

Algorithm Used Key Finding Limitation 

self-organizing map (SOM) SOM 

algorithm is used to classify customers 

based on the values derived from the RFM 

model. 

The proposed MB-RFM model considers 

multiple user behaviors, such as purchase 

behavior, clicking, favorite, and adding 

to cart, for customer segmentation in 

application promotion systems. 

The scalability and computational efficiency of 

the proposed method for large-scale datasets are 

not discussed. 

RFM Analysis, K-Means Clustering, Fuzzy 

C-Means Clustering, Repetitive Median-

based K-Means Algorithm. 

the results of K-Means, Fuzzy C-Means, 

and the proposed method using metrics 

such as iterations, cluster compactness, 

and execution time to evaluate their 

effectiveness in customer segmentation. 

The K-Means, Fuzzy C-Means, and the 

proposed algorithms are not explicitly 

discussed, such as their sensitivity to 

initialization or cluster shape assumptions. 

Fuzzy C-Means (FCM) clustering, Genetic 

Programming (GP) for optimizing FCM. 

Genetic Programming in optimizing 

FCM clustering helps overcome the local 

minimum issue, which can be 

encountered in FCM.  

The absence of a comparative analysis with 

other clustering algorithms. The lack of such a 

comparison limits the broader understanding of 

the proposed FCM optimization technique in 

relation to alternative methods. 

Enhanced customer segmentation approach 

that leverages a statistical clustering 

method. 

The approach provides a more nuanced 

and accurate representation of customer 

behavior by incorporating diverse 

factors. 

The insufficient explanation of the Customer 

Lifetime Value (CLV) factor calculation within 

the RFM-D (Recency, Frequency, Monetary, 

Diversity) model. 

Self-Organizing Maps (SOM), K-means. Cluster 7 was identified as the most 

important cluster, with higher average 

values of recency (R), frequency (F), and 

monetary (M) compared to the overall 

average. 

SOM and K-means algorithms, such as 

sensitivity to initial conditions and the need to 

specify the number of clusters in advance, are 

not discussed in detail. 

DBSCAN (Density-Based Spatial 

Clustering of Applications with Noise) 

algorithm for customer segmentation. 

using K-means and DBSCAN clustering 

techniques, the study provides insights 

into customer behavior and identifies 

different customer segments. 

lack of consideration for key factors such as 

customer demographics or the nature of 

purchased items. 

3. Preliminaries 

3.1 RFM Model 

The RFM model is a data analysis framework used for customer segmentation in marketing. It classifies users based on three key parameters: Recency 

(R), Frequency (F), and Monetary value (M). The R value represents the time elapsed since the user's last purchase, indicating their recent engagement. 

The F value denotes the frequency of a user's purchase behaviors within a specific period, reflecting how often they make transactions. Lastly, the M 

value represents the monetary amount spent by a user during a defined period, providing insights into their overall consumption patterns. In essence, the 

RFM model enables businesses to categorize and understand customers based on their recency, frequency, and monetary contributions. 

3.2   SOM Model 

The Self-Organizing Map (SOM) model functions as a dimension reduction algorithm widely employed in clustering methods, particularly generating 

low-dimensional discrete maps by learning from input data. Comprising input and competition layers, SOM neural networks operate by analyzing and 

comparing input variables when an external signal is introduced.  
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The model progresses through four key steps. First, node parameters are randomly initialized, ensuring consistency with the dimensions of input data. 

Second, the model determines the best matching vector for each input by calculating the Euclidean distance between nodes. Third, the SOM neural 

network continually updates nodes to find closer neighbors, optimizing an objective function that considers activation, Euclidean distance, and an 

attenuation function. This step involves adjusting parameters based on the distance from the active node. Finally, parameter adjustment occurs through 

the application of the gradient descent method, updating node parameters iteratively until convergence. 

In essence, the SOM model's iterative process refines the representation of input data, facilitating effective clustering and dimension reduction for various 

applications, including customer segmentation in marketing. 

4.  System Work 

System Architecture 

 

FIGURE 1: System Architecture 

4.1 System Design 

4.1.1 Data Collection 

Data collection is an essential part of a university recommendation system since it forms the basis for creating individualized and relevant 

recommendations for students, faculty, and administrators.  

4.1.2Data Pre-processing  

Data preprocessing is a critical step in data analysis and machine learning that involves cleaning and transforming raw data into a more usable and reliable 

format.  

Key Steps in Data Preprocessing: -  

1) Data Cleaning  

2) Data Transformation  

3) Handling Missing Values 

4.1.3 Data Transformation: -  

This involves converting data from one format to another, such as transforming actual values from one representation to another. 

4.1.4 Modelling  

4.1.4.1 COMPARISONS 

Initially, we computed the Recency (R), Frequency (F), and Monetary (M) values using both the conventional RFM and the newly proposed MB-RFM 

models. In order to optimize the distance effect, we then conducted a comparison of clustering accuracy between the MB-RFM model and the baseline 
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RFM model. This assessment aimed to determine the effectiveness of the proposed MB-RFM model in achieving improved clustering accuracy compared 

to the traditional RFM approach. 

1. Value Of R 

To showcase the superior performance of our MB-RFM model, we compared the Recency (R) values with those obtained from the baseline RFM and 

other models. Instead of detailing the calculation process, we present the final clustering effects. R values calculated by the baseline RFM model on the 

datasets. In the proposed MB-RFM model, user-item interaction behaviors such as view, add to cart, and purchase were considered, with providing the 

weight (ω) of R for the datasets, respectively. Notably, the weight for view was set to ω = 0, as this behavior had minimal impact compared to add to cart 

and purchase. Visually depicts R values for both datasets using the enhanced MB-RFM model. 

2. Values Of F 

The value of F was calculated in the same manner as that of R.  

3. Values OF M 

View and add to cart (and favorite) were not included in user- item behavior, the calculation of M did not change. 

4. Clustering Results of Improved SOM Neural Network Algorithm 

We employed an improved Self-Organizing Map (SOM) algorithm to compare the clustering performance of the baseline RFM model and the MB-RFM 

model. Visually presents the clustering results in a two-dimensional space for datasets. The 'leave-one-out' algorithm was utilized, with one dataset serving 

as comparison data and the other as test data. Despite the impact of the distance between datasets on results, the proposed MB-RFM model consistently 

demonstrated superior clustering effects compared to other models. A detailed visualization of the results in two clustering dialogs, highlighting the 

effectiveness of the proposed model. 

4.1.4.5 Customer Segmentation 

The customer segmentation process for the Multi-Behavior RFM Model, enhanced by the Improved Self-Organizing Map (SOM) Neural Network 

Algorithm, involves a comprehensive analysis of customer behaviors beyond traditional Recency, Frequency, and Monetary factors. This model considers 

diverse interactions such as viewing, adding to cart, and purchasing, recognizing the complexity of customer engagement. By leveraging the SOM 

algorithm, a two-dimensional space is created to visualize and compare clustering results between the baseline RFM model and the proposed Multi-

Behavior RFM (MB-RFM) model. 

The segmentation results are visually presented, illustrating the effectiveness of the MB-RFM model in a two-dimensional space. The 'leave-one-out' 

algorithm is utilized for comparison, where one dataset serves as a reference while the other acts as test data. Despite potential challenges related to the 

distance between datasets, the MB-RFM model consistently outperforms other models in clustering accuracy. Figure 10 provides a clear representation 

of these clustering results, demonstrating the superior performance of the proposed model. 

Moreover, the weight assignments for Recency (R) values are adjusted based on user-item interaction behaviors, emphasizing the importance of 

considering various activities in the customer segmentation process. Through this approach, the MB-RFM model tailors its segmentation strategy, 

allowing businesses to better understand and categorize customers based on a more nuanced set of behaviors. Overall, the integration of the Improved 

SOM Neural Network Algorithm in the Multi-Behavior RFM Model presents a promising avenue for more accurate and insightful customer segmentation 

in marketing and business analytics. 

 

FIGURE 2 (a): RFM-Clustering. 
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FIGURE 2 (b): RFM-Clustering. 

5. Conclusion  

The proposed Multi-Behavior RFM (MB-RFM) model, integrating multiple user-item interaction behaviours through an improved SOM neural network, 

offers a more nuanced approach to customer classification compared to traditional RFM models. By leveraging transaction records from local applications 

in China, the MB-RFM model enables the extraction of valuable insights and the calculation of weights using advanced methods. The resulting SOM 

classification into seven customer categories provides a basis for tailored marketing strategies. From identifying key customers (Type 1) to understanding 

underappreciated clusters (Types 6 and 7), the MB-RFM model allows applications to strategically target specific customer segments, optimizing pricing 

policies, promotions, and personalized services for improved customer utilization and targeted item promotion. 
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