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ABSTRACT 

The intrusion detection system, or IDS, has shown to be a crucial component of system security, helping to detect several attacks with the goal of protecting systems 

from serious damage and identifying the system's intrusion threats. Thus, the primary role of the majority of intrusion detection systems is to reliably detect 

intrusions. Therefore, it is imperative that all organizations—private, public, or government keep information secure. Even though there are several IDSs, the 

primary problem is that they have low detection rates and a high number of false positives. Our research aims to address this problem by improving the rate of 

intrusion detection and reducing false alarms. The reason why current algorithms perform poorly is because of the raw dataset, which confuses the classifier and 

leads to erroneous identification because of extraneous characteristics. This review paper shows numerous intrusion detection strategies, tactics, and algorithms 

will fend off these attacks. This primary objective is to present a thorough analysis of the definition, background, life cycle, and methodologies of intrusion detection 

as well as many forms of attacks, tools and techniques, and application issues. A variety of studies were conducted utilizing the various machine learning technique 

to perform Multi-Class Classification.  

Keywords: Feature Selection, Attribute, Optimal Subset, Classification, Support Vector Machine, Convolutional Neural Network.          

1. INTRODUCTION 

In day to day life the need for speed access of information through internet has increased. Hence the room for maintaining security in any organization 

either public or private system has become fundamental. Because -4- of increase in network connections and systems, unauthorized access and interruption 

of the data is triggered. As a result, it is indispensable to create a virtual access path. In general intruders have capacity to find out defect in systems or 

networks and can spawn vulnerabilities. Even though the access control points exist in network, they fail in providing scrupulous security to the systems. 

To identify intruders, developing Intrusion Detection Systems (IDSs) is the best solution to protect systems and networks. Therefore the task of IDS is 

not only to detect intruders but also to monitor the raid of intruders. An accurate system of protecting data and resources from illicit access, damaging 

and denial of use is to be built. For every system, the security perspective is to be planned based on the expected performance.                          

 

Figure 1: IDS Structure. 
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A masterful and accurate tool for real time intrusion discovery is the target of main experimenters in IDSs. There is a variety of Artificial Intelligence 

(AI) concepts were exploited for transforming intrusion discovery procedure, therefore human involvement is decreased. And also in common, the 

procedures which deal with IDS are utilizing machine learning. Basically Soft Computing techniques that were used in IDS implementation are Artificial 

Neural Networks (ANNs), Support Vector Machines(SVMs),Bayesian Networks, Fuzzy logic, Particle Swarm Optimization and Genetic Algorithms 

(GA).  

Discovering intrusions merely with human eyes, will be tremendously intricate. Towards diminishing the crisis, system security scientists use prevailing 

data mining and artificial intelligence methodologies in exploring probable intrusions. Conversely, if the total set of features employed in network data 

is increased then classifying intrusions become complicated, since complex relationships exists between features [3]. There are complex relationships 

existing among features as well as intrusion classes. It will produce more processing costs and also delays in detecting intrusions. In view of the restrictions 

on humans and computers together, feature selection is accordingly essential such that burden in handling data and time required in noticing intrusions 

will be lessened [4]. In detecting intrusions, IDS defends a computer network from illicit persons, possibly insiders. The attack recognition task is 

considered as the model of classification expert in distinguishing „harmful‟ connections referred as intrusions or attacks, and „sympathetic‟ connections 

referred as normal. There are various categories of IDSs are prevailing that are based on structure and detection method. 

2. REVIEW ON IDS METHODS 

Shirani et al. (2015) constructed a model for web service intrusion detection based on the Autoregressive Integrated Moving Average (ARIMA). The 

ARIMA model is applied first on the training data. Second, it estimates its future behavior within a certain standard error. Third, it checks the training 

dataset; if any instance deviate significantly from the confidence level, the computer will warn the manager that there may be an irregularity. Real-world 

data is utilized in the studies to obtain the desired results. 

An intrusion detection system based on a variety of attribute selection approaches, such as information gain, reciprocal connection, as well as feature 

closeness centrality, was proposed by Cleetus et al. (2014). The modifiable subset of features is handled using genetic algorithms. This model's accuracy 

of 87.54% shows how the information-based method for selecting features may boost the detection accuracy. 

Mehmood et al. (2013) have presented an overview of the many cloud intrusions that occur. Following that, it evaluates many cloud-based IDS solutions 

in terms of their kind, placement, detection time, detection strategy, data source, and threats that they can identify. The assessment also analyzes the 

weaknesses of each technique to evaluate whether or not they match the cloud computing environment's security needs. It necessitates the implementation 

of an intrusion detection system (IDS), which utilizes a number of detection methods to handle cloud security challenges. 

Kim et al. (2017) studied an Artificial Intelligence (AI) intrusion detection system (IDS) that leverages a Deep Neural Network (DNN) on the KDD Cup 

99 dataset as a protection against changing network attacks. The initial steps in preparing data for the DNN model are data transformation and 

standardization. The whole KDD Cup 99 dataset is utilized for confirmation, and the DNN approach is applied to preprocessed and enhanced data to 

generate a learning model. Finally, the detection efficacy of the DNN model, that has been shown to generate positive results for intrusion detection, was 

evaluated using the accuracy, detection rate, and false alarm rate. 

Santoso et al. (2016) investigated the performance of well-configured NIDS on an OpenStack private cloud. The purpose of this study is to assess the 

usefulness of NIDS and the accuracy of its attack classification. The results show that the model's output is dependable and accurate. Furthermore, NIDS 

real-time warning is effective at detecting attacks that are classified as occurring across the network. 

Bombatkar et al. (2015) investigated a scalable and effective technique for performing intrusion detection and categorization. It focuses on adopting a 

distributed approach for vulnerability scanning, which improves both scalability and efficacy. This approach is divided into two categories detection and 

classification. Preprocessing follows the building of the attack graph. The attack graph method works by extracting and modeling properties from input 

flows. The classification of internet data leads to the detection of attacks. According to experimental tests, a system outperforms a conventional one 

substantially. 

Zhao et al. (2016) employed a novel intrusion detection algorithm based on augmented K-means to address the security needs of cloud computing. A 

distributed intrusion detection method and a clustering algorithm are the results of this methodology. It can detect both known and novel threats in the 

cloud computing environment. The results of a software simulation indicate that this strategy may improve intrusion detection speed while decreasing 

the number of false positives and false negatives. 

Sangve et al. (2015) proposed the algebraic strategy for Anomaly Network Intrusion Detection Systems (ANIDS) on vast size datasets using the sensors 

developed, demonstrating methods for machine learning employing a variety of datasets. Fewer ANIDS make use of the NSL-KDD dataset, a revamped 

version of the well-known KDD Cup 99 dataset. The KDD Cup 99 dataset has been utilized by many ANIDS. When matched to the KDD99 dataset, the 

NSL-KDD dataset clearly outperforms it. 

Qazanfari et al. (2012) employed a hybrid anomaly-based intrusion detection system that depends on both signature-based as well as anomaly-based 

methodologies. To enhance the performance of this scheme, it employs the following strategies: first, it pulls optimal data from the KDD data set using 

a feature extraction technique based on feature entropy; secondly, it employs a unique methodology to integrate the result of these two learning-based 

techniques. Finally, the detection strategy uses the KDD dataset to illustrate the efficacy of these hybrid systems. The simulation results demonstrate the 
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KDD features that are suitable for discriminating between normal and abnormal traffic. This result indicates how successfully the method can detect 

DOS, Probe, U2R, and R2L attacks. 

Zhu et al. (2012) created a unique intrusion detection approach (U-D methodology) that considers both received and published data. Using the new 

analytic approach, intrusion clues may well be recognized with greater efficacy and efficiency. The connections between these data points may give some 

intuitive clues for detecting significant incursions. Experiment results show that the approach is successful in terms of high detection. 

According to Chen et al. (2011), integrating rough sets with data mining to augment standard intrusion detection systems will boost detection effectiveness 

and reduce fake alerts. Data collection starts with categorization, then processing, which includes standardizing independent variables, and lastly discrete 

processing of nominal variables. The Pawlak feature weighted rough set technique may also be used to minimize the amount of variables in the result set 

by utilizing the property upward and downward approximated set's features. Association rules that fulfill a certain degree of confidence can be constructed 

using attribute reductions and then imported into the rule set. According to studies, the detection strategy that integrates data mining with rough sets 

improves detection efficacy by more than 20%. As the number of incursions rises, the detection rate approaches linearity. 

Geng et al. (2009) emphasized the negatives selection method, which applies the maximum entropy model, as a method of reducing degeneration caused 

by repeated meaningless program execution. The method described above employs the negative selection technique to eliminate the wasteful computation 

predicted by the maximum entropy model. Experiment results show that the cost of computing is lowered by 50-80% while retaining the same detection 

rate. 

In their network intrusion detection methodologies, Jing et al. (2016) employed a restricted Boltzmann machine learning algorithm as well as relevance 

deep learning to uncover the key factors of relevant machine learning. It evaluated the feasibility of utilizing deep learning in networking IDS, an element 

of intrusion detection for networks technology. Depth learning is relevantly utilized for network intrusion detection systems that can attain improved 

detection accuracy. Network intrusion detection systems that depend on relevance deep learning have greater average detection performance and average 

false detection rates for unidentified intrusions and attacks, according to simulated data. The results of the trial also indicate the new technology's 

dependability and efficacy. 

Yuan et al. (2017) employed the Two Layers Multi-Class Detection (TLMD) approach, the C5.0 methodology, as well as the Naive Bayes algorithm to 

improve detection and false alarm rates in adaptable network intrusion detection. The TLMD approach also handles a variety of data mining difficulties, 

such as dealing with imbalanced datasets, managing with consecutive characteristics, and minimizing noise in the training dataset. The performance of 

the recently revealed TLMD strategy is compared to that of previous approaches using the detection rate, accuracy, as well as false alarm rate out from 

KDD Cup99 standard intrusion detection dataset. Experiment results reveal that now the unique TLMD technique has a lower false alarm rate and greater 

detection accuracy, based on the imbalanced dataset. 

2.2.1 Research Gap 

The summary of the works available in the literature is given in Table 2.2.  

Table 2.2-Summary of Existing Researches in IDS 

Detection Type Datasets Methodology 

Employed 

Attack Detection Limitations 

Anomaly NIDS KDD Machine Learning, 

Data mining 

DoS, U2R, R2L, 

Probing, and 

Normal are all 

options.  

The method hasn't been tested in a 

smart grid setting based on the Internet 

of Things with programmable 

hardware like FPGA. It is being 

investigated to centralize the 

deployment of IDS. 

Anomaly NIDS Dataset collected 

using Cooja 

simulator in the 

Contiki operating 

system 

Distributed and 

collaborative 

Routing and 

application-specific 

attacks 

The results are not confined to one 

kind of attack. The dataset that was 

utilized to evaluate the recommended 

technique is not typical. Just the 

devices power is taken into 

consideration when comparing the 

results. 

Anomaly NIDS Dataset collected 

from the 

simulation of the 

IoT network in 

Matlab. 

Statistical model Advisory present at 

the physical layer 

The information utilized to evaluate 

does not come from typical datasets. A 

theoretical framework doesn't need 

any special training. 

Anomaly NIDS Data collected 

using fuzzy 

clustering 

Machine learning, data 

mining 

High-risk data, 

Low-risk data 

There is no information on how the 

data was gathered. It doesn't make any 
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particular reference of any 

cyberattack. 

Anomaly Hybrid 

IDS 

Data collected in 

Matlab 

simulation of IoT 

healthcare 

system 

Protocol model Sinkhole, selective 

forwarding, version 

number 

Based on simulated data, validated 

results 

Anomaly NIDS Data collected 

from IoT 

smart Home 

Testbed for four 

consecutive days 

Machine Learning DoS The proposed method only applies to 

routing-related attacks. 

Anomaly NIDS Data collected by 

simulation of IoT 

networks in 

Cooja under 

Contiki 

environment 

Machine                        

Learning 

Blackhole There is no set method for selecting 

features. 

Anomaly NIDS KDD-CUP99, 

AWID 

Machine Learning DoS, U2R, R2L, 

Probing, Normal 

There were no standard datasets used 

in the evaluation of the proposed 

method. 

Anomaly NIDS Data collected 

from testbed 

created using a 

Raspberry Pi, 

Android phone, 

router 

Signature model, the 

protocol model 

Jam-attack, false-

attack, reply- attack 

On a standard dataset, the proposed 

method was tested. 

The data used is not from the actual 

world. 

Anomaly, 

Specification 

Hybrid 

IDS 

Tested on 

WSN simulator 

created on .Net 

framework 

Machine learning, 

signature model 

Sinkhole, selective 

forwarding attack, 

wormhole 

Other types of attack are not 

considered. 

The proposed solution is only relevant 

to attack routing. 

The prevalence of false positives. 

 

3. Need of Intrusion Detection System (IDS) 

The Intrusion Detection Expert System (IDES) was developed by the Stanford Research Institute (SRI) in the early 1980. IDES monitors user behavior 

and spots questionable behavior [27]. Dorothy Denning seminal research an Intrusion Detection Model, which was published in 1987, provided a 

methodological framework that inspired the work of other academics [28]. The framework includes rules for learning about this behavior through audit 

records, for identifying anomalous activity, and for profile, which records how people interact with things using metrics and mathematical analysis. It is 

possible to set up an ID to keep an eye out for attacks or other events that come from a company's network. This protects the company from any prospective 

legal actions brought forth by internal attacks. 

Both an IDS and a firewall cannot replace each other since an IDS frequently lacks the firewalling capabilities of a firewall and a firewall lacks the 

intrusion detection capabilities of an IDS. The maximum level of security is often provided by combining the two technologies since they operate well 

together. 

Having IDS in addition to a firewall may add an additional layer of security to a system such- 

▪ Recognizing attacks that a firewall really permits to pass (such as http attacks against web servers).    

▪ Detect efforts like port scans. 

▪ Offers extra checks for purposefully or accidentally exposed ports or gaps in the firewall.   

4. Problem Statement   

False positives and false negatives are IDSs' primary shortcomings. False positives add to the noise that can significantly reduce IDS's efficacy. A high 

false positive rate might cause security professionals to become weary of responding to alerts, which leaves serious threats unreported and at risk of going 

undiscovered. With malware and attack strategies growing more complex, false negatives are a major issue. For instance, a novel form of malware might 

elude IDS detection by exhibiting no previously documented patterns of behavior. Feature selection is a combinatorial optimization problem where the 
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objective is to extract certain characteristics from a collection. The existing algorithms have issues with error accumulation that can be seen with sequential 

techniques, and thus proposed algorithm chooses features based on more reliable data than can be obtained from individual models. 

5. Conclusion 

This investigation of feature selection algorithms for a sizable survey demonstrates that the feature selection technique regularly raises the classifier's 

accuracy. Each feature selection process has benefits and drawbacks of its own. The dataset with more characteristics uses wrapper techniques, which 

provide less accuracy gain. Accuracy is decreased when a greater characteristic is included. Since each method behaves differently, it is impossible to 

use a single approach across several datasets. The accuracy of the categorization of various datasets is determined by feature selection algorithms. The 

feature selection algorithm must choose the pertinent characteristics and exclude the unrelated and inconsistent features that reduce the categorization 

algorithms' accuracy.  
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