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ABSTRACT: 

In this era of recent times, crime has become an evident way of making people and society in trouble. An increasing crime factor leads to an imbalance in the 

constituency of a country. In order to analyse and response ahead this type of criminal activity, it is necessary to understand the crime patterns. This study imposes 

one such crime pattern analysis by using crime data obtained from Kaggle open source which in turn used for the prediction of most recently occurring crimes. The 

major aspect of this project is to estimate which type of crime contributes the most along with the time period and location where it has happened.So far, this study 

reveals a global surge in crime rates, sparking concerted efforts to devise effective prediction tools. Synthesizing insights from diverse research papers on crime 

prediction, the first introduces a novel Naïve Bayes approach with 93.07% accuracy. Building on this, the second refines the K-Nearest Neighbor algorithm, crucial 

for proactive law enforcement in India. The third advances with convolutional neural networks, outperforming traditional methods.Practical applications include a 

Mumbai safety app (fourth), an optimized K-means algorithm (fifth), and a fairness-focused GANs architecture in Bogotá (sixth). The seventh introduces an 

integrated LSTM-ST-GCN model for predicting theft crimes, showcasing advanced predictive capabilities. 

Lastly, the eighth conducts a systematic literature review, emphasizing the imperative for further research in spatio-temporal crime prediction. 

In conclusion, this review provides a unified perspective on crime prediction advancements, traversing diverse methodologies and delineating strengths, 

acknowledging limitations, and suggesting avenues for future research. 

Keywords: Crime prediction, Machine learning algorithms, Naïve Bayes K-Nearest Neighbor (KNN), Convolutional Neural Networks (CNN), Support 

Vector Machines (SVM), Random Forest, Decision Trees, Spatio-temporal analysis, Predictive modeling, Law enforcement, Public Safety,Data Analysis, 

Comparative study, Literature review. 

INTRODUCTION: 

Crime prediction has become a pressing concern in contemporary society due to its significant impact on public safety and societal well-being. With the 

proliferation of criminal activities worldwide, there is a growing need for effective tools and methodologies to anticipate and prevent criminal incidents. 

In response to this challenge, researchers and law enforcement agencies have increasingly turned to machine learning (ML) algorithms to analyze crime 

data and forecast future criminal behavior. 

The "Comparative Study of ML-Based Crime Prediction System" explores various ML techniques for crime prediction, aiming to enhance our 

understanding of crime patterns and improve proactive law enforcement strategies. By leveraging large datasets obtained from sources like Kaggle, 

researchers have endeavored to develop predictive models capable of identifying high-risk areas, predicting the occurrence of specific crimes, and 

ultimately assisting law enforcement agencies in allocating resources more efficiently. 

This study synthesizes insights from a comprehensive literature review and evaluates the performance of different ML algorithms, including Naïve Bayes, 

K-Nearest Neighbor (KNN), Convolutional Neural Networks (CNN), and others. Through a systematic analysis of the strengths and limitations of each 

approach, the research aims to provide valuable guidance for selecting the most suitable ML algorithms for crime prediction tasks in diverse contexts. 

Furthermore, the study identifies key challenges and opportunities in the field of crime prediction, emphasizing the importance of addressing issues such 

as data quality, algorithm robustness, and fairness in predictive modeling. By shedding light on the current state of ML-based crime prediction systems 

and highlighting areas for future research, this comparative study contributes to the ongoing efforts to enhance public safety and combat criminal 

activities worldwide. 

LIMITATIONS: 

1. Naïve Bayes Approach: 
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 Assumes independence between features, which may not always hold in real-world scenarios. This assumption can lead to oversimplification, affecting 

the accuracy of predictions. 

2. K-Nearest Neighbor Algorithm: 

Sensitivity to outliers and noise in the data can result in less robust predictions. The choice of an optimal value for 'k' (number of neighbors) can also 

impact prediction accuracy. 

3. Convolutional Neural Networks (CNN): 

 Requires a large amount of labeled data for effective training, and the complex architecture may lead to computationally intensive processes. 

Interpretability can be a challenge due to the "black-box" nature of deep learning models. 

4. Optimized K-Means Algorithm: 

Dependence on the initial choice of centroids can lead to suboptimal solutions. The algorithm is also sensitive to the number of clusters specified, which 

may not always be known beforehand. 

5. Conditional Generative Adversarial Networks (GANs) Architecture: 

Training GANs can be challenging and unstable. Achieving the right balance between accuracy and fairness may require careful fine-tuning, and the 

model's performance may be influenced by the quality and representativeness of the training data. 

6. Integrated LSTM-ST-GCN Model: 

 Training complex models like LSTM-ST-GCN requires significant computational resources. Additionally, capturing all relevant spatial-temporal 

patterns in crime data may be challenging, and the model's performance may vary across different urban settings. 

7. Spatio-Temporal Crime Hotspot Detection and Prediction (Literature Review): 

 The limitations of the reviewed models are context-dependent, and generalizing findings across diverse datasets and geographical regions may be 

challenging. The effectiveness of spatio-temporal models can be influenced by the granularity and quality of available data. 

So from the above study, we understand that there are various limitations to ML algorithms. Hence, we can use Support Vector Machines (SVM), 

Random Forest, and Decision Trees are robust machine learning algorithms with distinct advantages in the realm of crime prediction. SVMs stand out 

for their prowess in handling non-linear decision boundaries, crucial for capturing intricate relationships within crime data. Their effectiveness in high-

dimensional spaces makes them well-suited for scenarios involving multiple crime features. Additionally, SVMs prioritize margin optimization, 

enhancing generalization to unseen data. Random Forest, as an ensemble method, excels in mitigating overfitting by combining predictions from multiple 

decision trees. This approach not only enhances model robustness but also provides valuable insights into feature importance, aiding the identification of 

significant predictors for crime occurrences. Furthermore, Random Forest's reduced sensitivity to outliers contributes to stable predictions in the presence 

of noisy data. Decision Trees, known for their interpretability, offer transparency in understanding prediction logic, a crucial aspect for gaining insights 

into the factors influencing crime prediction. Their natural ability to model non-linear relationships and flexibility in handling diverse data distributions 

make Decision Trees a valuable choice in crime prediction tasks. The selection among these algorithms depends on the specific characteristics of the 

crime dataset and the objectives of the prediction task. 

LITERATURE SURVEY: 

Author Paper Name Abstract 

1) Kanimozhi N 1, Keerthana N 

V2, Pavithra G S3, Ranjitha 

G4, Yuvaranis 

Crime Type and 

Occurrence Prediction 

Using Machine Learning 

Algorithms 

This paper introduces a machine learning approach for crime 

prediction, using existing data and considering temporal and 

spatial factors. The proposed Naïve Bayes classification system 

exhibits a significant accuracy improvement (93.07%) 

compared to current models. The study recommends exploring 

alternative classification models and examining the correlation 

between neighborhood income levels and crime rates, offering 

insights for effective crime-combatting strategies by law 

enforcement and policymakers. 

2) Akash Kumar, Aniket Verma, 

Gandhali Shinde. 

Crime Prediction Using 

K-Nearest Neighboring 

Algorithm 

This paper proposes a K-Nearest Neighbor (KNN) algorithm for 

crime prediction in India. Utilizing historical data and 

geographical parameters, the study provides law enforcement 

with a proactive tool for identifying crime hotspots. After 

preprocessing and feature importance analysis, the optimized 



International Journal of Research Publication and Reviews, Vol 5, no 2, pp 3451-3459 February 2024                                     3453 

 

 

KNN algorithm shows a significant improvement in accuracy. 

The adaptable nature of KNN to evolving crime patterns 

underscores its value, offering valuable insights for more robust 

law enforcement strategies. The research highlights KNN's 

effectiveness in crime prediction, suggesting future exploration 

for expanding attributes and developing advanced classification 

algorithms to enhance accuracy and public safety. 

3) Atharva Deshmukh, Sourab 

Banka, Sean Brunzo, Sana 

Shaikh, Amiya Kumar Tripathy 

 

Safety App: Crime 

Prediction Using GIS 

 

This research tackles rising crime rates in India, exacerbated by 

technology and social media impact. It explores systematic 

methods for classifying crime patterns, emphasizing the 

effectiveness of the K-means algorithm. The study focuses on 

predicting high-crime regions and identifying crime-prone age 

groups. Notably, it introduces an optimized K-means algorithm 

to enhance efficiency. By addressing these aspects, the research 

aims to significantly advance crime analysis and prediction 

methodologies in India. Keywords: crime, clustering, optimized 

K-means algorithm. 

4) Krishnendu S.G, Lakshmi P.P, 

Nitha L 

Crime Analysis and 

Prediction using 

Optimized K-Means 

Algorithm 

 

This research addresses rising crime rates in India amidst 

technological and social media influences. It explores 

systematic methods for classifying crime patterns, emphasizing 

limitations in existing clustering algorithms. The study 

highlights the efficacy of the K-means algorithm for predicting 

high-crime regions and discerning crime-prone age groups. 

Introducing an optimized K-means algorithm for efficiency, the 

research aims to advance crime analysis and prediction 

methodologies in India. Keywords: crime, clustering, optimized 

K-means algorithm. 

5) Fatih Ilhan1,3 , Selim F. 

Tekin1,3 ve Bilgin Aksoy2,3 

1Elektrik ve Elektronik 

Mühendisligi Bölümü, ˘ ˙Ihsan 

Dogramacı 

Bilkent Üniversitesi 

 

Spatio-Temporal Crime 

Prediction with 

Temporally Hierarchical 

Convolutional Neural 

Networks 

 

This paper introduces a novel deep learning model using 

convolutional neural networks for spatio-temporal crime 

prediction. Employing a temporally hierarchical structure and 

channel projection, the model captures temporal patterns and 

separate influences of crime events on future crime risk. Results 

on Chicago and Los Angeles crime datasets show significant 

performance improvement over classical methods. 

6) Shuyu Yao, Ming Wei, Lingyu 

Yan1*, Chunzhi Wang, Xinhua 

Dong, 

Fangrui Liu, Ying Xiong 

 

Prediction of Crime 

Hotspots based on 

Spatial 

This paper addresses the critical aspect of crime prediction in 

contemporary policing, recognizing the limitations inherent in 

relying solely on historical crime data. Introducing the Random 

Forest algorithm as a machine learning solution to enhance 

crime hotspot prediction, the research extensively reviews 

previous studies in crime prediction, emphasizing a place-

centered paradigm and incorporating diverse data types, such as 

Points of Interest (POI) and demographic data. Utilizing crime 

data from San Francisco, the study categorizes areas into distinct 

hotspots and non-hotspots, employing the Random Forest model 

with covariates for prediction. Analyzing historical crime trends 

and presenting experimental results comparing various models, 

including Naive Bayes and logistic regression, the paper 

underscores the superiority of the Random Forest model with 

covariates in predicting crime hotspots. It also emphasizes the 

stability of crime hotspots in spatial terms and advocates for 

future research to incorporate temporal factors. 
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7) Pratibha,Akanksha Gahalot, 

Uprant 

 

Crime Prediction and 

Analysis 

This paper addresses the challenge of rising crime rates, 

emphasizing the need for effective prediction tools. It explores 

diverse machine learning algorithms, including Extra Tree 

Classifier, K-Nearest Neighbor, SVM, Decision Tree Classifier, 

and ANN. The research covers an introduction, related work 

review, detailed methodology discussions, practical 

implementation insights, comprehensive result discussions, and 

a conclusion summarizing key findings. The paper contributes 

to the discourse on crime prediction and analysis, suggesting 

potential avenues for future research. 

8) Christian Urcuqui, Juan 

Moreno, Carlos Montenegro, 

Álvaro Riascos, Mateo Dulce 

Accuracy and Fairness in 

a Conditional Generative 

Adversarial Model of 

Crime Prediction 

This paper introduces a conditional GANs architecture using 

ConvLSTM neural networks for predicting violent robberies in 

Bogotá, Colombia, outperforming existing models. The authors 

address fairness concerns by conducting a calibration test based 

on protected variables, revealing bias linked to residential 

income. They propose a fairness-accuracy balancing technique 

to mitigate bias while maintaining accuracy.  

 

DISCUSSION: 

 

The bar graph displays the accuracy of several machine learning models, with the data sourced from a comprehensive review of various research papers. 

Among the models evaluated, K-Nearest Neighbors (KNN) and Naive Bayes exhibit the highest accuracy, with KNN achieving an impressive accuracy 

rate of 93.23%, closely followed by Naive Bayes at 93.07%. In contrast, K-Means demonstrates a respectable accuracy of 85%, showcasing its utility in 

certain applications. However, the Artificial Neural Network (ANN) lags significantly behind, with an accuracy of just 20%. These findings underscore 

the importance of selecting the right machine learning model for specific tasks, as performance can vary significantly across different algorithms. 

It's important to note that while these models showcase varying degrees of accuracy, they may also come with inherent drawbacks. To further explore 

their strengths and weaknesses, our comparative study will incorporate Support Vector Machines (SVM), Random Forest, and Decision Trees. This 

comparative analysis will provide a more comprehensive understanding of the performance and suitability of these machine learning models for different 

tasks. 

1. K-Nearest Neighbors (KNN): 

 KNN is a simple and intuitive algorithm used for classification and regression tasks.It operates based on the principle that similar data points are close 

to each other in the feature space.In classification, when a new data point needs to be classified, KNN identifies the K nearest data points (neighbors) 

based on some distance metric (such as Euclidean distance) and assigns the majority class among them to the new data point. 

 KNN doesn't involve a training phase; instead, it memorizes the entire training dataset. Therefore, its prediction phase can be computationally expensive 

for large datasets.One of the key hyperparameters in KNN is the value of K, which determines the number of neighbors considered for classification. 
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2. K-means Clustering: 

K-means is an unsupervised machine-learning algorithm used for clustering tasks.It aims to partition a dataset into K clusters, where each data point 

belongs to the cluster with the nearest mean (centroid).The algorithm iteratively assigns data points to the nearest centroid and then updates the centroids 

based on the mean of the points assigned to each cluster. K-means clustering is sensitive to the initial choice of centroids, and different initializations can 

lead to different final cluster assignments.The algorithm converges when the centroids no longer change significantly between iterations or when a 

maximum number of iterations is reached.    

 

3. Naïve Bayes: 

Naïve Bayes is a probabilistic classification algorithm based on Bayes' theorem with the "naive" assumption of feature independence.Despite its simplistic 

assumption, Naïve Bayes often performs well in practice, especially for text classification tasks.It calculates the probability of each class given a set of 

input features and selects the class with the highest probability as the predicted class. 

 Naïve Bayes models are efficient and require a small amount of training data to estimate the parameters.However, the assumption of feature independence 

may not hold true in many real-world scenarios, which can affect the accuracy of the model. 
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4. Artificial Neural Networks (ANN): 

ANN is a computational model inspired by the structure and function of the human brain's neural networks. It consists of interconnected nodes (neurons) 

organized in layers: an input layer, one or more hidden layers, and an output layer.Each connection between neurons is associated with a weight that is 

adjusted during the training process to minimize the difference between predicted and actual outputs. ANNs are capable of learning complex patterns and 

relationships in data, making them suitable for a wide range of tasks, including classification, regression, and pattern recognition. 

 

CONCLUSION: 

In conclusion, our study highlights the importance of utilizing machine learning (ML) algorithms for crime prediction. While various ML methods have 

been explored, including Naïve Bayes, K-Nearest Neighbor (KNN), and Convolutional Neural Networks (CNN), each has its limitations. However, 

Support Vector Machines (SVM), Random Forest, and Decision Trees emerge as robust options for crime prediction due to their distinct advantages. 

SVMs excel in handling complex relationships within crime data, while Random Forest mitigates overfitting and provides insights into feature importance. 

Decision Trees offer transparency in understanding prediction logic, crucial for gaining insights into crime factors. The choice among these algorithms 

depends on specific dataset characteristics and prediction objectives. 

Our comparative analysis, along with insights from existing research papers, underscores the need for further exploration of ML techniques in crime 

prediction. By addressing the limitations and leveraging the strengths of different algorithms, we can enhance the effectiveness of predictive models, 

ultimately contributing to improved public safety strategies. 

Overall, our study advocates for continued research in ML-based crime prediction, emphasizing the importance of selecting suitable algorithms tailored 

to the unique characteristics of crime datasets and prediction tasks. 
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