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ABSTRACT 

In this article, it was presented and solved the resource-constrained project scheduling model, taking into account human skills and resilience considerations under 

uncertainty conditions, using whale optimization algorithm (WOA) based on Pareto archive and NSGA-II. Due to research goal, a multi-objective mathematical 

fuzzy model is presented with the objectives of minimizing the total tardiness penalty of activities and minimizing the total fines for assigning employees to lower 

skill levels. To solve the model, the multi-objective WOA and NSGA-II algorithms are used, and the solution results of the two algorithms are compared based on 

the comparative indicators named quality, spacing and diversity. The results showed that, in all cases, the whale optimization algorithm has a higher ability to 

produce higher quality solutions than the NSGA-II algorithm. Moreover, the WOA is able to produce solutions with higher diversity compared to NSGA-II 

algorithm, or in other words, the proposed algorithm has a greater ability to explore and extract the more feasible solutions, whereas, the NSGA-II algorithm 

produces solutions with higher spacing. 

Keywords: project scheduling; resource constraints; Resilience; uncertainty; Metaheuristic algorithms. 

1. Introduction 

Project scheduling is one of the most important issues in project management. Therefore, many researchers tried to create different models to solve this 

problem and by adding new restrictions, they could make it closer to real problems (Chen et al, 2010). The scheduling problem generally includes n 

activities, each activity in the project needs resources to complete. In the project, the prerequisite relationships between the activities are shown by the 

graph and are clear from the beginning (Neron and Boptista, 2002). 

Growing studies in the field of project scheduling have led to a wide range of different types of problems. This diversity is caused by the characteristics 

of the used resources (number, type and limitation), the characteristics of the project activities (possibility of interruption, prerequisite limitations, 

preparation time, completion time, due date, need for resources, type and number of execution situations, financial concepts and transfer times between 

them) and the objectives. In general, organizations face resource limitations (renewable and non-renewable) and capital to carry out their projects. 

Therefore, in order to get more income, it is necessary to pay attention to the allocation of resources to the activities in addition to scheduling the activities 

(Eshraghi, 2016). 

In this research, the problem of multi-objective project scheduling with limited resources is addressed by considering resilience criteria and human skills 

under conditions of uncertainty. The model studied in this research is designed with two objectives: the first objective function is to minimize the sum of 

lateness penalties of the project activities and the second objective function is to minimize the sum of fines that are considered for allocating employees 

to lower skill levels.  

  In this model, we want the employees to be assigned to a level closer to their skill, and for this purpose, an amount will be considered as a penalty, 

which will be entered into the model in case of deviation from the actual level. It should be noted that the minimization of the first goal does not mean 

the minimization of the second goal and vice versa, because the first goal seeks to minimize the delay, the minimization of the delay depends on the 

timely allocation of resources. While optimizing the first objective, some forces may be allocated to skills lower than their actual level, because otherwise 

the activity interruptions and delays will increase. Therefore, we want the tardiness to be minimized while the workforce is not assigned to lower levels 

(as far as possible). Therefore, we are able to claim that the goals are contradictory and the model can be called a multi-objective one. In this article, the 

multi-objective whale optimization algorithm based on the Pareto archive is used to solve the model, and its results are compared with the results of the 

NSGA-II algorithm (multi-objective version of the genetic algorithm) based on quality, diversity and spacing metrics. 

http://www.ijrpr.com/
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This article is organized in 6 parts, in the first part called the introduction, the importance of the subject and an introduction to the problem under 

investigation are presented. The literature review section reviews previous research to explain the research gap. In the third part, problem definition and 

mathematical modeling were assigned. In the fourth section, the structure of multi-objective WOA based on Pareto archive is described. Finally, in the 

fifth part, the results of solving the model are presented, and in the sixth part, the summary and suggestions are presented. 

2. Literature review  

The resource-constrained project scheduling problem (RCPSP) is one of the most important issues in the field of project scheduling, which has repeatedly 

attracted the attention of researchers in the last decade, and a lot of research has been done in this field. For example, Li and Womer (2009) presented a 

combined algorithm based on mixed integer modeling and constraint programming to solve the project scheduling problem with multi-skilled personnel 

considering the limited workload capacity for each worker. In their model, workers are able to provide several skills, but they have to provide one skill 

at a time. In 2010, Elif studied a bi-objective project scheduling problem with multi-skilled workforce and hierarchical skills. In order to solve the 

problem, a mathematical model was presented and to solve the model, a two-objective genetic algorithm was applied, which minimizes the maximum 

completion time and minimizes the wastage of labor. In 2011, Wang and Fang designed and presented a new algorithm obtained from the simulation of 

the frog's leaping behavior (SFLA) to solve the multi-mode project scheduling problem. 

Karam et al. (2017) investigated the problem of project scheduling considering multi-skilled workforce and flexible working hours. For this problem, 

they presented a mixed integer mathematical model considering resource limitations. In the model presented by them, the workforce had multiple skills 

and the workload of people was considered different weekly and monthly in different periods. The main problem of the research was the limited project 

schedule based on the need of each project activity for each skill. Tabrizi (2017) investigated the project planning and scheduling problem and provided 

an overview and theoretical summary of the rescheduling of project activities along with the issue of raw material procurement. Habibi et al. (2017) 

investigated the problem of project scheduling with limited resources. They considered the amount of resources required for each activity and the amount 

of resources available at different times, and for this problem, they presented a multi-objective mathematical model with the objectives of minimizing 

project time and cost, maximizing NPV and project robustness. Also, they used multi-objective particle swarm algorithms and NSGA-II to solve the 

mentioned model. 

Wang and Zheng (2018) presented a knowledge-based multi-objective optimization algorithm to solve the project scheduling problem with resource 

constraints. One of the resources that they considered in the problem under investigation was human skills, which were assumed to be limited in number. 

They presented a multi-objective mathematical model for this problem and used the multi-objective fruit flight optimization algorithm to solve the model. 

Uysal et al. (2018) presented and solved the project scheduling model with possible resources in which resources may be interrupted. In their model, they 

defined a probability constraint for resource outages that could be used to construct baselines with a predetermined confidence interval. Habibi et al. 

(2019) investigated the project scheduling problem and ordering raw materials, taking into account sustainability considerations for construction projects. 

They presented an integrated framework for project scheduling and material ordering with environmental considerations and the benefits of potential 

suppliers of project resources in the form of a mathematical model. They used multi-objective particle swarm meta-heuristic algorithms and NSGA-II to 

solve the model. Vanhoucke and Coelho (2019) investigated the project scheduling problem with limited resources, considering the division of work and 

preparation time. In their paper, they divided the activities into smaller parts and also considered the sequence-dependent preparation time to perform the 

activities. They presented a single-objective mathematical model for this problem, the objective of which is to minimize 𝐶𝑚𝑎𝑥 (the maximum project 

completion time) and they also used an innovative algorithm to solve the model. 

Torabi Yeganeh and Zegordi (2020) presented a multi-objective model of resilient project scheduling under conditions of uncertainty. In this article, the 

concept of resilient project scheduling was investigated to measure the ability of rescheduling to deal with disruption in time. They presented a multi-

objective mathematical model for this problem by considering resilience factors such as risk and the model was solved using the NSGA-II algorithm. 

Bocewicz et al. (2020) dealt with multi-project scheduling considering the allocation of labor force according to their qualification and competence. Tian 

et al. (2021) studied the multi-objective project scheduling problem with limited resources with skill switches. They developed a mixed integer 

programming model with the aim of minimizing the project completion time and total cost, and then used an evolutionary algorithm to effectively solve 

this problem. Ghamginzadeh et al. (2021) also investigated the problem of project scheduling considering multiple skills under conditions of uncertainty. 

In their paper, a multi-objective multi-skill project scheduling problem was considered in terms of fuzzy time with two main objectives: 1) minimizing 

the project completion time and 2) minimizing the total labor allocation cost. In addition, a multi-objective imperialistic competitive algorithm was 

adopted to solve the model. Also, in order to evaluate the performance of the algorithm, the proposed algorithm was compared with the NSGA-II based 

on three indicators. Snauwaert and Vanhoucke (2022) studied and analyzed the project scheduling problem with multi-skilled resources. They proposed 

a new classification scheme based on an existing classification plan for the project scheduling problem. This scheme allows researchers to categorize all 

multi-skill project planning issues and their developments. They also proposed a new data generation method for mentioned problem and introduced 

several synthetic datasets for different research purposes. 

Chen et al. (2022) addressed the multi-project scheduling problem with limited resources and multi-skilled labor allocation for the large-scale equipment 

manufacturing industry under uncertainty. In their article, the processing time is non-deterministic and the actual processing time is calculated based on 

the skill efficiency and the duration of the random process. Foreign labor is hired when domestic labor cannot meet the processing demand. The objective 

of the model in their paper is to minimize the expected integrated cost, which is the sum of the delay penalty and the external labor cost. Haroune et al. 

(2022) have also dealt with the problem of multi-project scheduling and the allocation of multi-skilled employees with hard and soft constraints. In their 

paper, the goal is to assign employees to project tasks in such a way that the total weighted tardiness and undesired goal deviations are minimized. They 
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presented a mathematical model for the problem and used the forbidden search algorithm to solve the model. Yu et al. (2022) addressed the multi-project 

scheduling problem with the assumption of sharing multi-skilled workers. In their problem, it is assumed that each project is independently planned by 

project managers and that multiple projects compete for limited employees with multiple skills. They presented a two-stage decomposition model and 

then proposed a two-stage approach with a software scoring mechanism to minimize the project completion time and minimize the total delay cost.  

Table 1- Summary of previous research 

References  single-

project 

multi-

project 

resilience workforce uncertainty Multi-

objective 

Solving 

algorithm 

Li and Womer 

(2009) 

√   √   Genrtic 

Algorithm 

Elif (2010) √   √  √ Genrtic 

Algorithm 

Wang and Fang 

(2011) 

√     √ Frog Algorithm 

Karam et al. (2017) √   √  √ Genrtic 

Algorithm 

Habibi et al. (2017) √   √ √ √ PSO and 

NSGA-II 

Wang and Zheng 

(2018) 

√   √  √ Fruit Flight 

Optimization 

Algorithm 

Uysal et al. (2018) √  √    - 

Habibi et al. (2019) √     √ PSO and 

NSGA-II 

Torabi Yeganeh and 

Zegordi (2020) 

√  √  √ √ NSGA-II 

Bocewicz et al. 

(2020) 

 √  √   Genrtic 

Algorithm 

Tian et al. (2021)  √  √  √ Evolutionary 

Algorithm 

Ghamginzadeh et al. 

(2021) 

√   √ √ √ NSGA-II 

Snauwaert and 

Vanhoucke (2022) 

√   √   Literature 

review 

Chen et al. (2022)  √  √ √ √ Evolutionary 

Algorithm 

Haroune et al. (2022)  √  √  √ Goal 

programing  

Yu et al. (2022)  √  √  √ - 

Our research √  √ √ √ √ Whale 

Optimization 

Algorithm and 

NSGA-II 

 

Table (1) summarizes the previous researches and compares the present research with them. As seen in the research background section, a lot of research 

has been done in the field of project scheduling problem optimization. But so far, in the field of project scheduling, considering the resilience factors in 

the conditions of uncertainty, only research by Torabi Yeganeh and Zegordi (2020) has been done. The present research was developed in line with the 
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development of Torabi Yeganeh and Zegordi (2020) and in order to develop the mentioned research model, multiple human skills were added to the 

model of the article of Torabi Yeganeh and Zegordi (2020) and the present research is innovative in this respect. 

3. Mathematical model 

The purpose of this article is to present a project scheduling model with non-deterministic processing time and risk-related factors considering multi-

skilled workforce as renewable resources. In the current research model, the project has 𝑛 activities that are ready to be performed at different times, and 

this parameter is indicated by 𝑟𝑒𝑎𝑑𝑦
𝑖
. Each activity requires 𝑝𝑖 time for processing (which is uncertain in this research) and also each activity requires a 

certain number of workers with required skills to complete. 

In the case of skilled workforce, three skill levels are considered: senior, standard and worker (low level). Every person has a skill and it is necessary to 

mention that every person has the ability to perform a skill lower than his own. For example, a person with senior skills also has standard and worker 

skills. In the project, each activity needs a certain amount of man-hours to complete some skills (one or more skills), which is considered definite. 

Several assumptions or limitations have been considered for mathematical modeling, which are as follows: 

• Every workforce can be assigned only at their skill level or levels lower than their real skill. 

• The number of manpower required for each skill to complete each activity is determined. 

• The processing time of the project activities are definitely assumed. 

• The penalty considered for assigning employees to skills lower than their actual skills is definitely stated. 

• The penalty for the lateness of the activities is definitively stated. 

• The date of completion of the activities is definitely stated. 

• Resources (workforce) can be transferred between activities and transfer time is considered 0. 

• The problem has several goals. 

In this research, a mathematical model is presented based on the model in the article of Torabi Yeganeh and Zegordi (2020). In this section, the indices, 

parameters, and variables of the model are described first, and then the mathematical model, which includes the objective functions and constraints, is 

described. 

Table 2- the indexes and parameters of the model 

Symbol   Description Symbol   Description 

G (V, P) Network graph of activities and relationships 

between them 

𝑙𝑠𝑖  The latest time to start the activity 𝑖 

P Set of prerequisite relationships between 

project activities 

𝑤𝑖 Weight of activities to allocate resources 

V  Set of activities 𝐵𝑚𝑎𝑥 Total time buffer to allocate among project 

activities 

K Set of renewable resources 𝐶𝑚𝑎𝑥 Maximum project completion time 

Q Set of risk factors 𝑣𝑖𝑗  The amount assigned to each activity, 

according to the level of criticality 

L Set of Staff (work force) 𝑇 Upper limit of maximum completion time 

S The set of skills available and needed for 

project activities 

𝑟𝑖𝑘  The amount of consumption of type 𝐾 

resource to perform activity 𝑖 

i Activity index 𝑅𝑘𝑡 The available capacity of the 𝐾-type source in 

the period 

t Period index 𝜋 Budget available 

K Renewable resource index 𝑐𝑖 The cost of completing activity 𝑖 

q Risk factor index 𝑁𝑝𝑟𝑒,𝑖  Number of prerequisite activities of activity 𝑖 
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S, s’ skill index 𝑁𝑠𝑢𝑐,𝑖 The number of post-requirement activities of 

activity 𝑖 

l Labor index 𝐴𝐶𝑙  Complexity of activity 𝑖 

D Project due date  𝑅𝑆𝐿𝑙 The actual skill level of the workforce 

DD𝑖 The due date of activity 𝑖 𝑅𝑘𝑙𝑠 It is equal to 1 if the actual skill level of the 

labor force 𝑙 is higher than the skill level of 𝑠 

or equal to 𝑠, and otherwise it is equal to 0. 

𝑙𝑖𝑗  The time difference between the start of 

activity 𝑖 and 𝑗 

𝑝𝑒𝑛 Penalty considered for assigning employees 

to skills lower than their actual skill. 

�̃�𝑖𝑠  Fuzzy processing time of activity 𝑖 by skill 𝑠 𝑟𝑒𝑎𝑑𝑦𝑖,𝑠 The presence time of skill 𝑠 from activity 𝑖 to 

perform. 

𝑒𝑠𝑖  The earliest time to start the activity 𝑖 𝑊𝑇𝑖 Penalty for late project activities 

 

 Table 3-variables of the model 

Symbol   Description 

𝑥𝑖𝑙𝑠𝑡  It is a binary variable and it is equal to 1 if the activity 𝑖 is started at 

time 𝑡 by the workforce to perform skill 𝑠, and otherwise it is equal to 

0. 

S𝑖  Time to start the activity 𝑖 

𝐹𝑖  Finish time of activity 𝑖 

𝑏𝑖  Buffer time allocated to activity 𝑖 

𝐸𝐹𝐹𝑖 The earliest free float time 

𝐿𝐹𝐹𝑖  The latest free float time 

𝐶𝑇𝑖 The time to complete activity 𝑖. 

𝑦𝑖𝑙
𝑠  The start time of activity 𝑖 by workforce 𝑙 in skill 𝑠 

 

Before explaining the structure of the mathematical model, the following points are presented: 

𝑹𝑼𝒊 = ∑𝒓𝒊𝒌

𝒎

𝒌=𝟏

∑∑𝒓𝒊𝒌, ∀𝒊

𝒎

𝒌=𝟏

𝒏

𝒋=𝟏

 
(𝟏) 

 

The density of precedence relations defines the complexity index of the network. Activities that have more priority have a greater risk of delay in 

successors. The more the number of successors of the activity, in case of any disruption, the possibility of transferring it to future activities will be greater. 

In addition, the effect of disrupting the activity is directly related to the number of precedence. Therefore, the complexity of the activities is calculated 

with the average number of pre-requirement and post-requirement activities as equation (2). 

𝑨𝑪𝒊 =
(𝑵𝒔𝒖𝒄 𝒊 + 𝑵𝒑𝒓𝒆 𝒊)

𝒏
 

(𝟐) 

 

The concept of time overlap is related to the disruption of resources during the activity. The longer the activity, the higher the probability of disruption 

during execution. Based on this, the duration percentage index is defined as equation (3): 

𝑫𝑷𝒊 = 𝐦𝐚𝐱 (�̃�𝒊𝒔 /∑�̃�𝒊𝒔

𝒏

𝒊=𝟏

  )     

(𝟑) 
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Equation (4) also calculates the weight or priority of the activity for resource allocation. 

𝑾𝒊 =
(𝑨𝑪𝒊 + 𝑹𝑰𝒊 + 𝑫𝑷𝒊)

𝟑
 

(𝟒) 

Table 4- Calculation of prerequisite relationships of activities 

FORMULA PREREQUISITE RELATIONSHIP TYPE 

𝒍𝒊𝒋 =  𝒅𝒊  +  𝒙 𝐹𝑆𝑖𝑗(𝑥) 

𝒍𝒊𝒋 =  𝒅𝒊 − 𝒅𝒋 +  𝒙 𝐹𝐹𝑖𝑗(𝑥) 

𝒍𝒊𝒋 =  𝒙 − 𝒅𝒋 𝑆𝐹𝑖𝑗(𝑥) 

𝑬𝑭𝑭𝒊 = 𝑺𝒊 − 𝐦𝐚𝐱(𝑺𝒊 + 𝒍𝒊𝒋)   (𝒋, 𝒊) ∈ 𝑷 (𝟓) 

 

Expression (5) calculates the earliest free float time of the activity. 

𝑳𝑭𝑭𝒊 = 𝐦𝐢𝐧(𝑺𝒊 − 𝒍𝒊𝒋) − 𝑺𝒊    (𝒊, 𝒋) ∈ 𝑷      (𝟔) 

 

Expression (6) calculates the latest free float time of the activity. 

According to the indices, parameters, variables and calculations mentioned above, the structure of the mathematical model is as follows: 

𝐦𝐢𝐧𝒛𝟏 = ∑ 𝑾𝑻𝒊𝑻𝒊

𝒊=𝟏,𝟐,…𝒏

    (𝟕) 

𝐦𝐢𝐧𝒛𝟐 = ∑∑∑∑𝒑𝒆𝒏(𝑹𝑺𝑳𝒍 − 𝒔)𝒙𝒊𝒍𝒔𝒕

𝑳

𝒍=𝟏

𝟑

𝒔=𝟏

𝒏

𝒊=𝟏

𝑻

𝒕=𝟏

 (8) 

 

Subject to: 

∑ 𝒙𝒊𝒍𝒔𝒕

𝒍𝒔𝒊

𝒕=𝒆𝒔𝒊

= 𝟏                                                                                                                                                    ∀𝒊, 𝒍, 𝒔       

(𝟗) 

∑𝒙𝒊𝒌𝒔𝒕

𝒏

𝒊=𝟏

= 𝟏                                                                                                                                                  ∀𝒍, 𝒔, 𝒕         

(10) 

𝒚𝐢𝐥
𝐬 = ∑ 𝒕

𝒍𝒔𝒊

𝒊=𝒆𝒔𝒊

𝒙𝒊𝒍𝒔𝒕                                                                                                                                               ∀𝒊, 𝒍, 𝒔 

(11) 

∑ (𝒕 + 𝒍𝒊𝒋 )

𝒍𝒔𝒊

𝒊=𝒆𝒔𝒊

𝒙𝒊𝒍𝒔𝒕 + 𝒃𝒊𝒔   ≤ ∑ 𝒕𝒙𝒋𝒍′𝒔′𝒕

𝒍𝒔𝒊

𝒕=𝒆𝒔𝒊

                                                                             (𝒊, 𝒋) ∈ 𝑷, ∀𝒍, 𝒔     

(12) 

𝑪𝑻𝒊 ≥ 𝒚𝐢𝐥
𝐬 + 𝒃𝒊𝒔                                                                                                                                              ∀𝒊, 𝒍, 𝒔 

(13) 

∑𝒃𝒊𝒔

𝒏

𝒊=𝟏

 ≤ 𝑫 − 𝑪𝒎𝒂𝒙  = 𝑩𝒎𝒂𝒙                                                                                                 𝒊 = 𝟏, 𝟐,… ,𝒏, ∀𝒔 

(14) 

𝑬𝑭𝑭𝟏 ≤ ∑ 𝒕𝒙𝒊𝒍𝒔𝒕

𝑰𝒔𝒊

𝒕=𝒆𝒔𝟏

− ∑ 𝒕𝒙𝒋𝒍′𝒔′𝒕

𝒍𝒔𝒊

𝒕=𝒆𝒔𝒊

+ 𝒍𝒊𝒋                                                                 (𝒋, 𝒊) ∈ 𝑷, ∀𝒍, 𝒍′, 𝒔, 𝒔′         

(15) 

𝑳𝑭𝑭𝟏 ≤ [ ∑ 𝒕𝒙𝒋𝒍𝒔𝒕

𝑰𝒔𝒋

𝒕=𝒆𝒔𝒋

− 𝒍𝒊𝒋] − ∑ 𝒕𝒙𝒊𝒍′𝒔′𝒕                                                                           (𝒊, 𝒋) ∈ 𝑷, ∀𝒍, 𝒍′, 𝒔, 𝒔′

𝒍𝒔𝒊

𝒊=𝒆𝒔𝒊

 

(16) 
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∑ ∑ 𝒓𝒊𝒌

𝒎𝒊𝒏{𝒕−𝟏,𝒍𝒔𝒊}

𝒕′=𝒎𝒂𝒙{𝒕−𝒅𝒊,𝒆𝒔𝒊}

𝒏

𝒊=𝟏

. 𝒙𝒊𝒍𝒔𝒕′  ≤ 𝑹𝒌𝒕                                                              𝒕 = 𝟏, 𝟐, … , 𝒕      𝒌 = 𝟏,… ,𝒎     

(17) 

∑∑𝒄𝒊 𝒃𝒊𝒔 

𝒏

𝒊=𝟏

≤

𝑺

𝒔=𝟏

 𝝅                                                                                            𝒊 = 𝟏, 𝟐, … , 𝒏                                     

(18) 

𝒃𝒊𝒔 ≤ [
∑ 𝒗𝒊𝒒

𝒔
𝒒=𝟏

𝒗𝒊𝒒𝒒=𝟏,𝟐,…,𝒔
𝒎𝒂𝒙 ] �̃�𝒊𝒔                                                                                      ∀𝐬, 𝐢 = 𝟏, 𝟐, … , 𝐧                        

(19) 

𝒙𝒊𝒍𝒔𝒕 ≤ 𝑹𝑲𝒍𝒔                                                                                                       ∀𝒊,∀𝒔, ∀𝒌                (20) 

𝐲𝐢𝒍
𝐬 ≥ 𝒓𝒆𝒂𝒅𝒚𝒊,𝒔𝒙𝒊𝒍𝒔𝒕                                                                                             ∀𝒊 , ∀𝒔 , ∀𝒍                                               (21) 

𝑻𝒊 = 𝐦𝐚𝐱{𝟎, 𝐂𝐓𝐢 − 𝐃𝐃𝐢}                                                                                           ∀𝒊                                                   (22) 

𝒙𝒊𝒍𝒔𝒕 ∈ {𝟎, 𝟏}                                                                                                      𝒊 = 𝟏, 𝟐… . , 𝒏   𝒕 = 𝒆𝒔𝒊 , … . 𝒍𝒔𝒊 
(23) 

𝐲𝐢𝒍
𝐬 , 𝑻𝒊, 𝐂𝐓𝐢, 𝒃𝒊𝒔 ≥ 𝟎                                                                                                  ∀𝒊, 𝒍, 𝒔                                           (24) 

 

Equation (7) shows the first objective function, which is the minimization of the total late payment penalty. Equation (8) represents the second objective 

function, which is the minimization of the total fines that are considered for allocating employees to lower skill levels. 

Constraint (9) guarantees that each activity starts once for each skill and each workforce. Constraint (10) guarantees that each force is assigned to one 

skill in only one activity at a time and no interference occurs. Constraint (11) calculates the start time of an activity for a skill by the workforce. Constraint 

(12) guarantees that if 𝑖 is a prerequisite of 𝑗, then activity 𝑖 must be completed before starting activity 𝑗. Constraint (13) calculates the time to complete 

the activities. Constraint (14) guarantees that the buffer time does not exceed a certain time, 𝐵𝑚𝑎𝑥. The maximum buffer time or 𝐵𝑚𝑎𝑥is equal to the 

difference between the delivery time and the maximum completion time. Constraints (15) and (16) are introduced to linearize the equations related to 

𝐸𝐹𝐹 and 𝐿𝐹𝐹. 

Constraint (17) guarantees that the consumption of resources to complete the project activities in each period does not exceed the available amount. 

Constraint (18) guarantees that the budget spent to complete the activities does not exceed the available budget. Constraint (19) Define an upper bound 

for the buffer time of each activity. Equation (20) ensures that each workforce is assigned only to skills equal to or less than their own skill level. Equation 

(21) guarantees that the processing start time of an activity is greater than the activity's presence time. Equation (22) is used to calculate the amount of 

delay of activity 𝑖. Constraints (23) and (24) represent the permissible and feasible values of the model variables. 

As seen, in the current research model, the �̃�𝑖𝑠 is parameter is fuzzy. It needs to be diffused. In this research, the ranking method provided by Jimenez et 

al. (2007) has been used. Jimenez proposed a method of ranking fuzzy numbers based on the comparison of their expectation intervals. And by using the 

mentioned method, we convert the provided fuzzy programming model to its deterministic model by replacing the following expression in the model: 

�̃�𝒊𝒔 = 𝜸
𝒅𝒊𝒅

𝟏 + 𝒅𝒊𝒔
𝟐

𝟐
+ (𝟏 − 𝜸)

𝒅𝒊𝒔
𝟐 + 𝒅𝒊𝒔

𝟑

𝟐
                                                                                                         ∀𝒊, 𝒔 

(𝟐𝟓) 

 

4. The solution approach 

Since researchers have shown that the whale optimization algorithm is effective in solving the project scheduling problem (Ghoroqi, et al, 2024), in this 

article we use this algorithm to solve the presented model. In this study, a multi-objective whale optimization algorithm (WOA) based on the Pareto 

archive is employed to solve the proposed model. The algorithm begins with a set of random solutions. The search elements update their position according 

to a search element randomly or within the best-obtained solution in each iteration. To provide exploration and exploitation, parameter a is reduced from 

2 to 0. Two modes are considered to update the position of search elements. If |A|>1, the random search element is selected. On the other hand, if |A|<1, 

then the best solution is selected. According to the value of p, the whale can switch between spiral and rotational movements. Finally, the algorithm 

terminates after reaching the satisfaction criterion. In the following, the pseudo-code of the algorithm is presented. In this study, the algorithm is designed 

based on the Pareto archive. The Pareto archive is updated at the end of each iteration of the algorithm. Also, an improvement procedure is used in each 

iteration of the algorithm. The structure of the proposed algorithm is shown in Fig. 1. 
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General initial solution and calculate 

their fitness functions

Determine the optimal solutions (X*)

Is the cessation criterion 

reached?

Report Pareto archive 

and stop

K = l

Update a, A, C, I, and P

Update the population of 

solutions

K = K + l

If K< size of the population

Check the parameters of 

searching space

Update the optimal solution (X*)

Apply the improvement 

procedure on the 

solutions

Update Pareto archive

Yes

No

No

Yes

 

Fig. 1. The structure of the whale optimization algorithm (Azarkish & Aghaeipour, 2022) 
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4.1 Solution representation 

In all meta-heuristic algorithms, due to the need for a feasible solution at the beginning of the work, it is necessary to store the solution according to a 

specific structure, which is called the way of displaying the answer. In this article, the display of the solution includes two structures, the first structure is 

a one-dimensional matrix whose number of elements is equal to the number of project activities. This matrix includes the schedule of project activities. 

In fact, in this structure, the order of performing the project activities are shown, observing the required restrictions. The way to display the first matrix 

of the answer structure is described in the example below. Suppose the project has 8 activities. 

8 7 5 4 6 3 2 1 

Fig 2. The first matrix 

As seen in the figure above, the matrix has 8 houses that show a sequence of project activities. 

The second structure is a two-dimensional matrix in which it is determined who or those are assigned to each skill of each project activity. The number 

of rows of this matrix is equal to the number of skills needed for all activities. The second dimension or columns, which is equal to the number of 

activities, represents the number of employees assigned to each skill. 

3 0 1 4 0 0 3 1 

0 2 0 0 2 4 0 5 

0 4 3 5 1 5 0 1 

Figure 3- The second matrix 

As you can see, the number of lines is 3, which indicates the number of available skills. Also, the number of columns is 8, which is equal to the number 

of activities. For example, according to the second matrix of the first skill, the first activity is performed by workforce number 1. The second skill of 

activity 3 is performed by workforce number 4. 

4.2 Solution initialization method 

In this research, a parallel neighborhood search method is used to generate initial solutions. 

Most evolutionary meta-heuristic methods use a random approach to generate initial solutions. But since the quality of the final solutions obtained from 

these methods is directly dependent on the quality of the initial produced solutions, in this article, a method of two-way serial scheduling and serial 

scheduling (Kolisch, 1996) are used to generate feasible sequences of activities. 

In this article, each of these methods separately produce N solutions which N of them are selected as the initial population. For choosing the solutions, 

the whole 2N obtained solutions of two methods are considered as a set and ranked using the rule of Deb (2002). The crowding distance is calculated for 

each rank. Then  𝑐𝑠 criteria is calculated foe each solution. Finally, N solutions that have less 𝑐𝑠 criteria are selected. 

𝒄𝒔 =
𝒓𝒂𝒏𝒌

𝒄𝒓𝒐𝒘𝒅𝒊𝒏𝒈 𝒅𝒊𝒔𝒕𝒂𝒏𝒄𝒆
                                                                                             

(𝟐𝟔) 

Since this operator requires both the rank and crowded distance of each solution in the population, we calculate these quantities according Deb (2002). 

The lower the value of 𝑐𝑠 for a solution, the higher the quality and diversity of that solution.  

4.3 Improvement procedure 

In the proposed WOA, an improvement procedure is designed to improve the previous step's selected solutions. Spiritual output solutions are selected as 

the collection of iterations after the algorithm. The improved solutions are considered as the population of the next iteration of the algorithm. The proposed 

improvement procedure is based on the variable neighborhood search (VNS). VNS uses two neighborhood search structures. 

The employed neighborhood search structures are described in the following. 

First neighborhood search structure: This operator was used in the work of Shadrokh and Kianfar (2007). This structure, the index of a project is generated 

randomly and uniformly, and then the operator is applied to the sequence of that project. Thereupon, the second matrix is updated according to the model 

constraints and the changes of the first matrix. The mechanism of this operator for the sequence of project activities is as follows: 

Assume the row related to the selected project in the first matrix as a solution (j1,j2,….,jn). First, an index such as a, is randomly generated in the interval 

[2, n-1]. Suppose jb and jc are the last predecessors and the first successor of activity ja.  
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Generate random number d in the interval [b+1,c-1]. If d<a, the obtained solutions is (j1,j2,…,jd-1,ja,jd,…,ja-1,ja+1,…,jn). But if d>a, the solution is (j1,j2,…,ja-

1,ja+1,…,jd-1,ja,jd+1,…,jn).  

First neighborhood search structure: This operator, as well as the previous operator, is applied to the sequence of activities for one of the randomly 

selected projects. This operator randomly selects and swaps the activities, which are scheduled in the sequential cells in the interval [1, n-1]. 

These structures are applied in the form of VNS, and its general structure is as follows (Tavakoli-Moghaddam et al, 2010): 

 

Each solution of the population enters the VNS algorithm, a solution obtained as an output, and the correction procedure, then applied to the rest of the 

solution matrices, and they replaced by the input solutions. 

The general structure of the improvement procedure is as follow: 

 

4.4 Updating solutions and searching parameters 

In the whale optimization algorithm (WOA), the solutions and searching parameters are updated based on the following formulas: 

�⃗⃗� = |�⃗⃗� . �⃗⃗� ∗(𝒕) − �⃗⃗� (𝒕) |                                                                                                                                                       
(𝟐𝟕) 

�⃗⃗� (𝒕 + 𝟏) = �⃗⃗� ∗(𝒕) − �⃗⃗� . �⃗⃗�   
(𝟐𝟖) 

 

Where �⃗⃗�  is searching space, 𝐶   و 𝐴  are the coefficients, 𝑋 ∗(𝑡) is the optimal solution in iteration t, 𝑋 (𝑡) is the solutions for iteration t, and 𝑋 (𝑡 + 1) is the 

solution for iteration t+1.  

The following relations are also used to update 𝐴  and 𝐶 : 

The pseudo-code of our VNS is as follows: 

 

{For each input solution 

K=1 

While stopping criterion is meet do 

New solution=Apply NSS type k 

 

If new solution is better  then 

K=1 

Else 

K=k+1 

If k=4 then 

K=1 

Endif 

Endif 

Endwhile  

} 

 

Improvement method 

{For each si in input population 

Si=apply VNS procedure on si. 

Si=check feasibility method. 

} 
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�⃗⃗� = 𝟐�⃗⃗� . �⃗� − �⃗⃗�                                                                                                                                                 
(𝟐𝟗) 

�⃗⃗� = 𝟐�⃗�                                                                                                                                                              
(𝟑𝟎) 

 

In the formulas as mentioned (29) and (30), 𝑎 ⃗⃗⃗   is initialized with a value of 2 and decreases linearly in each iteration; also, 𝑟  is a random value in the 

interval [0,1]. 

Moreover, to update the optimal solution, if there is a better solution than 𝑋 ∗ among all the obtained solutions, it is replaced with 𝑋 ∗. Otherwise, it remains 

unchanged. 

4.5 Updating Pareto archive 

In this research, the proposed solution method is based on the Pareto archive. The proposed algorithm provides a set called the Pareto archive, which 

contains the non-dominated solutions generated by the algorithm. This set is updated in each iteration of the algorithm. The generated solutions of the 

last iteration and the Pareto archive solutions are poured into a pool and ranked to update the set. Then, the first-ranked (non-dominated) solutions are 

selected and considered as a new Pareto archive. 

4.6 Selecting the next-generation solutions 

In each iteration, the algorithm requires a set of solutions. Therefore, to select the next iteration population, solutions of the last iteration and the newly 

generated solutions by the algorithm are poured into a solution pool. After ranking and calculating the crowding distance of solutions, N solutions with 

the highest quality and diversity are selected according to the rule of Deb (2002) as the population of the next iteration. 

5. Computational results 

As mentioned, in order to solve the mathematical model, the Whale Optimization Algorithm (WOA) and Non-dominate Sorting Genetic Algorithm 

(NSGA-II) have been proposed. In this article, first of all in order to check the validity of the model and algorithm, the model is solved for a sample 

problem with a small size by the whale algorithm and the results are presented. After validating the model and algorithm, the whale and NSGA-II 

algorithms were implemented in the MATLAB software environment and the results of the two mentioned algorithms have been compared with each 

other using comparative metrics.  

5.1 Comparative metrics 

For evaluating the proposed algorithms' efficiency, some criteria such as Quality Metric (QM), Spacing Metric (SM), and Diversity Metric (DM) are used 

(Tavakoli-Moghaddam et al, 2010). 

Quality Metric: This criterion is equal to the number of Pareto (non-dominated) solutions. 

Spacing Metric: This criterion calculates the uniformity of the distribution of the obtained Pareto solutions at the Pareto fronts, and it is defined as follows:  

(31) 𝒔 =
∑ |𝒅𝒎𝒆𝒂𝒏 − 𝒅𝒊|

𝑵−𝟏
𝒊=𝟏

(𝑵 − 𝟏) × 𝒅𝒎𝒆𝒂𝒏

 

 

Where di represents the Euclidean distance between two adjacent non-dominated solutions and dmean represents the mean value of di. 

Diversity Metric: This criterion is used to determine the number of non-dominated solutions of the optimal front. The definition of diversity metric is as 

follows: 

(32) 𝐃 = √∑ 𝐦𝐚𝐱(‖𝐱𝐭
𝐢 − 𝐲𝐭

𝐢‖)
𝐍

𝐢=𝟏
 

Where 

i

t

i

t yx −
 represents the Euclidean distance between two adjacent solutions of 

i

tx
 and 

i

ty
 on the optimal front. 

5.2 Test problems 

In this article, several experimental problems are randomly designed to be solved by algorithms. The designed sample problems are classified into two 

groups with small and large size. The following tables (tables 4 and 5) show the characteristics of the designed sample problems. 
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Table 4- Sample problems with small size 

Row  Number of project 

activities 

Number of skills Number of employees Number of renewable 

resources 

1 8 3 4 2 

2 10 3 5 2 

3 12 3 5 3 

4 14 3 5 3 

5 16 3 5 3 

6 20 3 6 3 

 

Table 5 - Sample problems with large size 

Row  Number of project 

activities 

Number of skills Number of employees Number of renewable 

resources 

1 25 3 6 2 

2 40 3 7 4 

3 50 3 8 2 

4 60 3 8 4 

5 70 3 10 2 

6 80 3 10 4 

7 90 3 15 2 

8 100 3 15 4 

5.3 Setting algorithms and model parameters 

In order to implement the solution algorithms, the required parameters were set as follows: 

- In the whale optimization algorithm, the population size is equal to 150; the number of iterations in the variable neighborhood search algorithm is equal 

to 5 and the number of iterations of the algorithm is considered equal to 300. 

- The rate of 0.75 for crossover and 0.01 for mutation are considered in the implementation of NSGA-II algorithm. 

- Also, to run NSGA-II, the number of iterations of the algorithm and the size of the population are set to 500 and 300, respectively. 

Also, the model parameters are set as follows: 

In order to generate triangular numbers related to each of the fuzzy parameters (𝑚1,𝑚2,𝑚3), first 𝑚2 is generated, then a random number 𝑟 is generated 

in the interval (0,1), 𝑚1 using the relationship 𝑚2 × (1 − 𝑟) and 𝑚3 will also be produced using the relationship 𝑚2 × (𝑟 + 1). The direction of fuzzy 

parameters 𝑚2 is determined and two values 𝑚1 and 𝑚3 are determined using MATLAB software. For this reason, in the setting of these parameters, 

we only mention the value of 𝑚2. 

- The number of labor required for skill 𝑠 to complete activity 𝑖 is considered in the uniform interval [2. .4]. 

- The actual skill level of employees is randomly generated in the interval [1. . 𝑆] (𝑆 is the number of skills). 

- The processing time of activities are considered in the uniform interval [10. .40]. 

- The completion date of the activities are produced in the uniform interval [𝑝1. . 𝑝2], where 𝑝2 is equal to 1.5 times the total processing times 

of prerequisite activities and 𝑝1 is equal to 1.2 times the total processing times of prerequisite activities.  

- The penalty considered for allocating employees to skills lower than their actual skill is produced in the uniform interval [10. .20]. 

- The lateness penalty for each activity is considered in a uniform interval [10. .20]. 

- The presence time of the skills is generated in the interval [0. .3]. 
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5.4 Model validation results 

In order to evaluate the validity of the model, a sample problem with a small size has been designed, which is solved by the whale optimization algorithm. 

The investigated problem has 6 activities, two workforce and two skill levels. It should be noted that this project has two dummy activities 0 and 5 and 

only activities 1, 2, 3 and 4 are main. 

 

 

 

 

Fig 4. The graph related to the relationships between activities 

Table 6- Sample problem parameters 

𝑤𝑖 
 

𝐷𝑖 
 

𝑟𝑒𝑎𝑑𝑦𝑖𝑠 
 

𝑏𝑖𝑠 
 

𝑝𝑖𝑠 
 

Skill  Activity  

3 5 1 1 3 1 1 

1 1 4 2 

              

2 6 1     2 2 

1 4 

              

4 11 2 1 2 1 3 

2 1 5 2 

              

4 14 3 1 4 1 4 

      

3 1 3 2 

Moreover, in the table below, the amount of consumption of renewable resources, which are two sources, is presented: 

Table 7- Amount of resource consumption 

Activity  Resource 1 Resource 2 

1 3 3 

2 2 2 

3 2 5 

4 4 1 

 

The described problem is solved by the whale optimization algorithm. The results of problem solving are shown in table (8), figure (5) and figure (6). It 

should be mentioned that 𝑛𝑤 indicates the workforce number, 𝑥 indicates the time of starting to perform the relevant skill by that workforce and 𝑐 

indicates the time of completion of the relevant skill by that workforce. 
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Fig 5. Optimal scheduling 

Table 8. the result of assigning labor’s skill to activities, start and finish time of activities 

Activity  Skill 1 Skill 2 

0 0 0 

1 𝑁𝑤 = 1, 𝑥 = 3, 𝑐 = 5 𝑁𝑤 = 1, 𝑥 = 1, 𝑐 = 6 

2 0 𝑁𝑤 = 2, 𝑥 = 1, 𝑐 = 4 

3 𝑁𝑤 = 1, 𝑥 = 8, 𝑐 = 10 𝑁𝑤 = 2, 𝑥 = 5, 𝑐 = 9 

4 𝑁𝑤 = 1, 𝑥 = 11, 𝑐 = 15 𝑁𝑤 = 2, 𝑥 = 11, 𝑐 = 14 

5 0 0 

 

Fig 6. Scheduling activities and assigning skills 

5.5 Results of solving sample problems 

In this research, as it has been mentioned, sample problems are designed in two groups, small and large size, whose are solved by whale optimization 

algorithm and NSGA-II. Tables (9) and (10) show the results of solving these problems with different size. 

  

activity 1 activity 2 activity 3 activity 4

0

1

2

3

4

5

6

7

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

A1,S1,K1

A3,S2,K2

A4,S1,K1

A4,S2,K2

A3,S1,K1

A2,S2,K2

A1,S2,K1



International Journal of Research Publication and Reviews, Vol 5, no 2, pp 2317-2334 February 2024                                     2331 

 

 

Table 9- The results of solving the small size problems 

 

NSGA-II 

 

WOA 

 

Prob. 

Diversity metric 
Spacing metric 

 
Quality metric Diversity metric 

Spacing metric 

 

Quality 

metric 

333.01 

415.5 

777.1 

879.3 

906.6 

992.4 

0.6601 

0.8649 

0.99 

0.4562 

0.7941 

0.7054 

14.6288 

0.989 

0 

0 

20.4796 

10.2154 

633.2 

790.6 

919.5 

1092.3 

1213.7 

1609.4 

0.8694 

1.003 

0.7634 

0.9911 

1.3482 

0.889 

85.3712 

99.011 

100 

100 

79.5204 

89.7846 

1 

2 

3 

4 

5 

6 

 

Table 10- The results of solving the large size problems 

 

NSGA-II 

 

WOA 

 

Prob. 

Diversity metric 
Spacing metric 

 
Quality metric Diversity metric 

Spacing metric 

 
Quality metric 

1302.6 

1399.4 

1549.2 

1666.5 

2709.3 

3016.2 

4405.1 

6901.6 

0.73 

0.45 

0.93 

0.74 

0.44 

0.68 

0.71 

0.82 

30.87 

22.35 

0 

5.24 

15.51 

10 

18.5 

0 

1599.5 

1694.8 

2834.7 

11009.3 

11517.2 

11859.1 

13763.2 

16783.7 

0.88 

0.69 

1.23 

0.98 

0.99 

1.07 

0.89 

0.91 

69.13 

77.65 

100 

94.76 

84.49 

90 

81.5 

100 

1 

2 

3 

4 

5 

6 

7 

8 

The comparative results in Tables (9) and (10) show that WOA has a higher ability to generate high-quality solutions compared to NSGA-II. Moreover, 

the proposed WOA is able to generate solutions with higher diversity, which means it has more efficient to explore and extract the solution feasibility 

area than the NSGA-II. On the other hand, NSGA-II generates more uniform solutions according to spacing metric. 

Also, in order to compare the execution time of two algorithms, all problems were executed in all two groups, and the execution time of one iteration of 

each algorithm was calculated when solving these problems, the values can be seen in Table (11). This table shows that the computational time of the 

multi-objective WOA is higher than the NSGA-II algorithm. The execute time of the proposed whale algorithm in solving the presented model can be 

justified by the different structures of neighborhood search and improvement procedure.  
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Table 11- Computational times (in second) 

Run time  

Prob. 
NSGA-II WOA 

0.12 

0.15 

0.21 

0.30 

0.47 

0.89 

0.77 

1.023 

2.32 

4.60 

6.023 

7.72 

10.53 

14.67 

0.34 

0.37 

0.42 

0.62 

0.75 

1.74 

2.86 

4.11 

6.76 

7.5 

10.37 

15.49 

22.70 

30.16 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

6. Conclusion 

In this research, a developed model of the MSPSP application problem, titled MOMSPSP (Project Scheduling Problem with Multi-Skilled Multi-

Objective Workforce) is investigated and we present a mathematical model for it. Since the discussed problem is NP-Hard, efficient methods based on 

whale optimization algorithm and NSGA-II are used to solve it. The mentioned model is designed with two objectives, the first objective function is 

minimization of fines for lateness of activities and the second objective function is to minimize the sum of penalties that are considered for allocating 

employees to lower skill levels. With considering the second objective, we try to assign the employees to closest level to their actual skills. Due to deal 

with, an amount is considered as a penalty, which is entered into the model in case of deviation from the actual level. 

As it can be seen, a bi-objective mathematical model is developed considering the multi-skilled workforce in fuzzy conditions. Since the project 

scheduling problem considering multi-skilled workforce is an NP-HARD problem, it is impossible to be solved via exact methods and for this reason, in 

this article, the whale optimization algorithm is presented to solve the model. Also, the results of solving the problems by the proposed algorithm have 

been compared with the results of solving by the NSGA-II algorithm based on the important comparative indicators of multi-objective problems (quality, 

diversity and spacing metrics). 

The proposed WOA is combined with the neighborhood search structure to achieve high quality solutions. Since the model has two conflicting goals, the 

WOA algorithm is designed based on the Pareto archive. In other words, the proposed algorithm uses non-dominated relations in each step to select the 

solutions close to the optimal boundary. Also, this algorithm uses the dispersion criterion to guarantee the search of all points of the solution space and 

to avoid getting stuck in a local optimum. The features of the designed algorithm guarantee that the algorithm is successful in reaching the global optimal 

points and is convergent. 

The results of the comparison of two algorithms in solving sample problems indicate that the proposed whale algorithm has a higher ability to produce 

diverse and scattered Pareto solutions in all problems. Also, since based on the designed structure of the proposed method, this method intelligently 

searches many points of the solution space in each iteration. Obviously, this method consumes more computing time than the NSGA-II method. 
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