
International Journal of Research Publication and Reviews, Vol 5, no 2, pp 662-667 February 2024 
 

International Journal of Research Publication and Reviews 

 

Journal homepage: www.ijrpr.com  ISSN 2582-7421 

 

 

Brain Tumor Detection 

Aakash Jaiswal, Harshit Jain1, Mr. Varun Goyal2 

1Student, 2Faculty 

Information Technology & Engineering 

Maharaja Agrasen Institute of Technology, Rohini, New Delhi. 

 

ABSTRACT 

This study investigates the efficacy of Convolutional Neural Networks (CNNs) in automating brain tumour detection using MRI scans. Specifically, the VGG-16 and 

ResNet-50 architectures are explored, with a focus on their structural nuances. A diverse dataset is employed to rigorously evaluate performance metrics, revealing 

insights into accuracy, sensitivity, and specificity. The proposed system not only streamlines diagnosis but also reduces human error, potentially enhancing patient 

outcomes. This research bridges theory and practice, offering insights into CNNs' role in computational healthcare for brain tumour detection. 
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1. Introduction 

Brain tumours are a significant health concern characterized by abnormal growth within the skull, with both benign and malignant forms posing risks to 

surrounding brain tissue. Meningiomas, gliomas (including astrocytomas and high-risk variants), and pituitary tumours are common types. Early diagnosis is 

crucial for timely intervention. This paper explores the effectiveness of VGG-16 and ResNet-50, two CNN architectures, in detecting brain tumours. By 

comparing their performance, it aims to improve automated detection, overcoming limitations of subjective interpretation in traditional methods. Through an 

in-depth analysis of the architectures and evaluation with a diverse dataset, the study seeks to provide insights into their strengths and limitations, aiding 

advancements in medical image analysis for more precise brain tumour diagnostics. 

This research focuses on developing an advanced brain tumour detection system using Convolutional Neural Networks (CNNs), specifically VGG-16 and 

ResNet-50 architectures. These CNNs are chosen for their expertise in image recognition, with VGG-16 capturing complex patterns and ResNet-50 introducing 

residual learning for training deep networks. By automating MRI scan interpretation, the project aims to improve efficiency and accuracy in diagnosing brain 

tumours, categorizing scans as tumour-positive or negative. Data preprocessing steps and training are conducted using a comprehensive dataset and frameworks 

like Keras and NumPy. The project extends its analysis to include Inception-v3, enabling a comparative study to understand the performance of different CNN 

architectures. Implemented with Python, Matplotlib, NumPy, Keras, OpenCV, and Plotly, the project aims to streamline brain tumour detection while providing 

insights into the strengths and limitations of various CNN models. 

2. Literature Review 

Machine learning has revolutionized medical imaging, particularly in brain tumor detection. Studies, like Smith et al. (2018), have shown the efficacy of 

support vector machines (SVM) in categorizing brain tumor images from MRI scans based on radiomic features, demonstrating high accuracy. Recent research, 

such as that by Jones et al. (2020), highlights the superiority of neural networks over other algorithms, emphasizing their ability to detect subtle tumor features. 

Gupta and Patel (2019) compare traditional machine learning with deep learning models, finding that convolutional neural networks (CNNs) excel in extracting 

intricate patterns from medical images, improving tumor detection accuracy. These advancements not only enhance diagnostic efficiency but also pave the 

way for automated decision support systems in clinical settings. 

http://www.ijrpr.com/
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3. Methodology 

3.1 Model Used 

CNN 

Convolutional Neural Networks (CNNs) are powerful deep learning models designed for image and pattern recognition. They excel in identifying intricate 

spatial hierarchies and patterns within data, making them ideal for tasks like brain tumor detection from MRI scans. Unlike traditional methods, CNNs 

autonomously extract relevant features, enhancing the accuracy of tumor classification. Their strength lies in convolutional layers, where filters capture local 

patterns hierarchically. Through a combination of layers, CNNs learn to distinguish between tumor and non-tumor regions, achieving high accuracy in 

classification tasks. In summary, CNNs are vital in image classification, particularly in brain tumor detection, due to their ability to automatically extract 

hierarchical features from complex medical imaging data. 

 

 

 

 

 

 

 

 

VGG-16 

VGG-16, originating from the Visual Geometry Group at Oxford, is a distinct architecture in the Convolutional Neural Networks (CNNs) landscape, known 

for its 16-layer depth. Comprising 13 convolutional layers and 3 fully connected layers, VGG-16's nomenclature reflects its structural composition. Its layered 

design enables it to capture intricate hierarchical features in data, particularly beneficial for tasks like image classification. VGG-16's simplicity and uniformity 

make it popular, facilitating easy implementation and understanding. In our project, VGG-16 serves as the backbone for training our CNN model to classify 

brain MRI scans as tumor-positive or negative. Its deep layers excel in analyzing complex medical imaging data, enabling accurate predictions in brain tumor 

detection. Overall, VGG-16's architecture and design make it a powerful tool for image classification, demonstrating its effectiveness in tasks requiring 

hierarchical feature extraction. 

 

 

 

 

 

 

 

 

ResNet-50 

ResNet-50, part of the Residual Networks (ResNet) architecture, is distinguished by its 50-layer depth and innovative use of residual blocks. These blocks 

address the vanishing gradient problem in deep networks by incorporating shortcut connections, enabling training of exceptionally deep networks with 

improved accuracy. In brain tumor detection, ResNet-50 excels at automatically extracting intricate features from MRI scans, contributing to enhanced model 

performance. Deployed strategically in our project, ResNet-50 complements VGG-16 in training our CNN model for accurate classification of brain MRI 

scans as tumor-positive or negative. Overall, ResNet-50 is a potent tool for deep learning tasks, particularly in brain tumor detection, due to its innovative 

architecture and ability to extract complex features. 
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Inception V2 

InceptionV2, also known as GoogLeNetV2, is a convolutional neural network designed for image classification and object detection. It builds upon the original 

Inception architecture developed by Google researchers, focusing on improving training speed and reducing computational complexity. InceptionV2 

incorporates batch normalization to stabilize and speed up training, employs factorization methods to reduce computational burden, and utilizes inception 

blocks for capturing features across different spatial scales. It introduces auxiliary classifiers during training to aid in deeper network training and adopts 

efficient techniques for downsampling grid size, resulting in competitive accuracy with fewer parameters. InceptionV2 is versatile, seamlessly adapting to 

object detection tasks such as the Single Shot Multibox Detector (SSD). Overall, InceptionV2 represents an advancement in efficient convolutional neural 

network architectures, balancing accuracy and computational efficiency in image-related applications. 

3.2 Algorithmic Approach 

The algorithmic approach to automating brain tumor detection involves systematic steps for training and evaluating CNN models, primarily based on VGG-

16 and ResNet-50 architectures. 

Data Collection: Gather a comprehensive dataset of brain MRI images for training and testing subsets to ensure robust model evaluation. 

Data Pre-processing: Resize, normalize, and augment the dataset to enhance uniformity and facilitate effective model training. 

Model Design: Create CNN models tailored to brain MRI scans, configuring layers and parameters for optimal tumor detection. 

Model Training: Train the models to recognize tumor and non-tumor patterns by iteratively adjusting parameters based on error backpropagation. 

Evaluation and Comparison: Evaluate model performance using a separate testing dataset, comparing metrics like accuracy to discern strengths and 

weaknesses. 

Visualization: Utilize tools like Matplotlib and Plotly for visualizing training and evaluation results to gain insights into model behavior and performance. 

This systematic approach integrates advanced deep learning architectures with meticulous data handling and visualization techniques, aiming to develop robust 

CNN models for automated brain tumor detection in MRI scans. 

3.3 Implementation of Model 

Dataset Preparation: The initial step involves acquiring a dataset of brain tumor images labeled as either tumor (1) or non-tumor (0). It's crucial to maintain 

a balanced distribution and divide the dataset into training, validation, and test sets (80%, 10%, and 10% respectively). Shuffling eliminates biases, and quality 

checks address corrupted or incomplete images. Stratified sampling handles class imbalances, and optional data augmentation techniques enhance training set 

diversity. Normalization standardizes pixel values to [0, 1], and detailed documentation captures dataset characteristics. 

Data Import and Preprocessing: Uniformity in input dimensions is ensured by resizing images to a standardized dimension (e.g., 224x224 pixels). Pixel 

value normalization to the range [0, 1] facilitates consistent scale input, aiding faster convergence during training. Data augmentation techniques such as 

random rotation, flipping, zooming, and shifting enhance the model's feature recognition capabilities. 

Model Training: VGG16: Known for its simplicity and uniform architecture, VGG16 utilizes small 3x3 convolutional filters throughout the network, 

achieving high accuracy in image classification tasks. ResNet50 introduces residual learning, addressing the vanishing gradient problem with skip connections 

in residual blocks. It enables training very deep networks effectively. An extension of the original Inception architecture, InceptionV2 incorporates residual 
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connections and batch normalization, improving training stability and convergence. It features parallel and multi-scale feature extraction using various filter 

sizes, enhancing feature extraction capabilities. 

3.5 Model Evaluation  

The evaluation of the trained model on the test set is crucial to assess its practical effectiveness and generalization capability. This set, distinct from training 

and validation, ensures an unbiased evaluation on unseen data. Accuracy serves as a primary benchmark, but additional metrics like precision, recall, and F1-

score offer insights, particularly in imbalanced class scenarios. The confusion matrix categorizes model predictions into true positives, true negatives, false 

positives, and false negatives, aiding in visualizing its performance in distinguishing tumor and non-tumor instances. 

 

 

 

 

 

 

 

 

 

 

 

 

4. Comparison Between accuracy with other Models 

Our brain tumor detection system, employing Convolutional Neural Networks (CNN), achieved a notable accuracy of 90%, surpassing the 85% reported in 

Smith et al.'s "Deep Learning Approaches for Brain Tumor Detection and Classification". The enhancement is attributed to various factors: dataset 

augmentation for better generalization, architecture optimization improving feature extraction, hyperparameter tuning for optimal configurations, and ensemble 

techniques combining predictions for enhanced performance. This analysis validates the effectiveness of our model and suggests further improvements in brain 

tumor detection. Our emphasis on accuracy highlights the criticality of precise diagnosis in this domain. 
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5. Evaluation and Results 

Our brain tumor detection model underwent thorough evaluation on both the validation and test sets, crucial for assessing its practical effectiveness and 

generalization capabilities. The test set evaluation, comprising unseen samples, provided insight into real-world performance. Achieving a high accuracy of 

90% on the test set demonstrates the model's reliability. However, considering accuracy's limitations in imbalanced scenarios, we conducted a nuanced 

evaluation on the validation set. 

On the validation set, our model also attained an accuracy of 90%, confirming its effectiveness. Utilizing metrics like precision, recall, and the F1-score, 

alongside the confusion matrix analysis, offered a detailed understanding of its performance. This multifaceted evaluation approach ensures a comprehensive 

assessment of the model's strengths and areas for improvement, enhancing its applicability in real-world medical imaging scenarios. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

6. Conclusion 

Our brain tumor detection system, leveraging Convolutional Neural Networks (CNN) such as VGG-16 and ResNet-50, has achieved a notable accuracy of 

90%, surpassing the established benchmark of 85%. This success is attributable to our comprehensive approach, integrating advanced techniques like data 

augmentation, architecture optimization, hyperparameter tuning, and ensemble learning 

Data augmentation played a pivotal role in enhancing the diversity of our training dataset, allowing our model to generalize better to various tumor 

presentations. By introducing variations such as rotations, flips, and zooms to the training data, we ensured that the model learned robust features applicable 

across a wide range of brain tumor images. 

Architecture optimization involved fine-tuning the design of our CNN models to improve feature extraction and classification capabilities. Leveraging insights 

from recent advancements in CNN architectures, we optimized parameters like layer size and activation functions to enhance the model's ability to discern 

relevant features from input data. 

Hyperparameter tuning was crucial for finding the optimal configurations that strike a balance between underfitting and overfitting. Through rigorous 

experimentation, we identified settings that allowed our models to generalize well to unseen data, thereby improving overall performance and reliability. 

Ensemble learning techniques further boosted our system's performance by combining predictions from multiple models. This approach helped mitigate 

individual model weaknesses and enhance overall accuracy and robustness. By leveraging the collective knowledge of diverse models, we achieved superior 

results compared to using a single model alone. 

Our research underscores the significance of accurate diagnosis in healthcare and highlights the potential of advanced technologies to improve patient 

outcomes. By providing clinicians with reliable tools for detecting brain tumors with high accuracy, our system has the potential to facilitate early intervention 

and treatment planning, ultimately leading to better patient care. 
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7. Future Scope 

Moving forward, there are key areas for enhancing our brain tumor detection system. Firstly, diversifying and expanding the dataset to include a broader range 

of patient data can improve the model's generalization and real-world applicability. Additionally, leveraging transfer learning with pre-trained models on larger 

datasets tailored to brain tumor characteristics can further enhance performance. 

Improving interpretability of the model's predictions through techniques like attention mechanisms can enhance transparency and reliability in diagnosis. 

Thorough validation and testing in clinical settings are essential for practical implementation, necessitating collaboration with healthcare professionals. 

In summary, future efforts should focus on dataset enrichment, effective transfer learning, interpretability enhancement, and rigorous clinical validation to 

advance the reliability and applicability of our brain tumor detection system. These endeavors will drive continual evolution and potentially elevate diagnostic 

accuracy in medical imaging. 
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