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A B S T R A C T 

Predictive analytics uses archived data to predict long-term events. Understand important trends using mathematical models from historical data. The model then 

uses existing data to predict long-term predictions or  derive actions to achieve visual results. Predictive analysis has recently been highly praised due to the 

development of assistive technology in the field of  machine learning, which deals with large amounts of data. Many industries use predictive analytics to create 

accurate forecasts, such as: B. Showing fares for city trips. This resource planning is enabled by forecasting, so you can  more accurately predict taxi rides, for 

example. A taxi startup company takes many factors  into consideration. This project attempts to understand patterns and predict freight rates using various methods. 

This project is designed to predict taxi fares in a particular city. The project includes various steps, including training and testing with different variables such as 

pick-up and drop-off locations to predict taxi fares. The important thing here is  that the project is convenient and easy to use for the customer. We use Geopy to 

make our projects more reliable for our customers. While other projects require you to explicitly specify the coordinates to find an address, Geopy allows you to 

access the name of a place directly. 
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1. INTRODUCTION 

Introduction Machine learning is widely used throughout the work in prediction using  systems. There are different types of app machines that use machine 

learning for prediction. Among them are also supervised learning and unsupervised learning. For problems related to business needs, machine learning 

can also be called  predictive. Machine learning has many different origins. Supervised learning is one of the most commonly used learning methods in 

machine learning. To train the data here, we need some things, such as a dataset, and we need to use an algorithm that predicts the output of the program  

we run. If you don't have a dataset to train your model on, the resulting output will be unreliable and the rate will  be inaccurate. Unsupervised learning 

is like learning without the help of datasets or external factors. An appropriate algorithm is automatically selected and attempts to predict the output with 

near accuracy. It is mainly used to make accurate predictions  using various methods and algorithms provided to  people. Therefore, machine learning 

concepts are widely used in many companies as they are used every day in everyday life and will continue to  be used in the future  as the scope  is very 

wide. 

2. SOFTWARE REQUIREMENTS 

1. Operating system : Windows 10 

2. Languages used : Python 

3. Python version : 3.5 or 3.6 

4. Notebooks  : Jupyter Notebook 

5. Emulators  : No emulators used 

6. Software Libraries  : Pandas, Matplotlib, Numpy, Seaborn, Math, Sklearn. 

3.WORKING: 

According to industry standards, the process of data analysis mainly includes six key steps, and this process is abbreviated as CRISP DM process, a cross-

industry process for data mining. is. The six main steps of the CRISP DM methodology for developing a model are: 
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• Business Understanding 

• Data Understanding 

• Data Preparation 

• Data Preprocessing  

• Modeling 

• Evaluation 

3. ALGORITHMS: 

3.1 RANDOM FOREST 

 Random Forest Random Forest is a popular supervised learning method. Machine learning algorithm. It can be used for both classification and regression 

problems in ML. It is based on the concept of ensemble learning, which is the process of combining multiple classifiers to solve complex problem and 

improve model performance 

3.2 Linear Regression 

Linear Regression A supervised machine learning algorithm. This is primarily used after the correlation step. If you want to predict the value of the y 

variable using the value of another variable, you can use the Iinear algorithm. Linear regression is one of the simplest and most popular machine learning 

algorithms. A statistical method used for predictive analysis. Linear regression predicts continuous/real or numeric variables such as sales, salary, age, 

product price, etc. A linear regression algorithm is called linear regression because it shows a linear relationship between a dependent variable (y) and 

one or more independent variables (y).  

Linear regression shows a linear relationship, so it determines how the value of a dependent variable changes depending on the value of an independent 

variable3. 

4. RESULT: 

We follow several criteria to determine these according to industry standards. Some of these also calculate error rates and accuracy. Our project uses 

MAE and MAPE. MAE (Mean Absolute Error) is one of the error measures used to calculate the predictive performance of a model 

Method Mae Error (in Percentage) 

Random Forest 20.2135 

Linear Regression 28.1744 

 

 

 

 

 

 

Fig 5.1 Mean absolute error 

The second matrix for identifying or comparing better models is precision. This is the ratio of the number of correct predictions to the total number of 

predictions made. Accuracy = number of correct predictions / total number of predictions made. 

It can also be calculated from MAE as Accuracy = 1-MAPE. 

Method Accuracy (in Percentage) 

Random Forest 79.7864 

Linear Regression 71.8255 
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Fig 5.2 Accuracy 

CONCLUSION 

Taxi fare prediction is one of the essential applications in the automotive industry. The purpose of the research is to predict taxi fares using random forests 

and linear regression algorithms. We achieved our project goal by predicting taxi fares (Random Forest accuracy was 79.78%). The accuracy of linear 

regression is 71.82D 

The quality of a regression model is determined by whether the predictions match the actual values. In regression problems, the dependent variable is 

continuous. In classification problems, the dependent variable is a categorical variable. Random forests can be used to solve both regression and 

classification problems. Decision trees are nonlinear. Unlike linear regression, there is no equation that describes the relationship between the independent 

and dependent variables. Of the remaining three models, Random Forest is the best model. This is because it has the lowest RMSE score and the highest 

R-squared score. This will tell you where the variability is highest and how well the model fits this data. 
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