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ABSTRACT : 

The project we worked on is called gesture link which removes the communication barrier for people with the hearing and speech condition by converting sign 

language into human readable content or speech form our system uses self-built flex sensors and an arduino uno to detect and interpret hand signs the flex sensors 

which we hand-crafted ourselves are embedded in gloves to capture the bending of fingers these sensors send analog signals to the arduino uno which processes 

the data and converts the hand gestures into corresponding text or speech this idea of ours along with the efforts of many people who worked on it previously 

enhances interaction between sign language users and the people around them 

1. Introduction : 

The convergence of wearable technology and human-computer interaction (HCI) has made notable strides, paving the way for innovative solutions that 

connect physical gestures with digital interfaces. Gesture Link is an innovative project aimed at exploring and implementing gesture recognition 

through self-made flex sensors combined with an Arduino Uno. The primary objective of this research is to develop an effective, affordable, and 

customizable system for real-time gesture detection and interaction. 

 

Central to this initiative are flex sensors that measure bending angles. These sensors are fabricated using readily available materials, including silver 

foil and graphite-based conductive layers, offering a sustainable alternative to commercially manufactured sensors. By integrating these sensors into a 

glove, Gesture Link captures the intricacies of hand movements and converts them into actionable digital signals. 

 

The Arduino Uno microcontroller serves as the bridge between physical gestures and digital outputs. Its user-friendliness, compatibility with different 

sensors, and robust programming capabilities make it an ideal choice for this project. Gesture Link not only showcases the viability of gesture 

recognition using inexpensive tools but also opens avenues for further applications in assistive technology, robotics, and gaming. 

 

This paper details the design, development, and implementation of Gesture Link, discussing the challenges and solutions faced in creating custom flex 

sensors, the calibration procedures, and the integration with the Arduino Uno. Additionally, the study assesses the system's accuracy and 

responsiveness, providing a framework for future improvements and potential applications in practical settings. 

2. Problem statement : 

Effective and intuitive communication between humans and machines poses a substantial challenge particularly for individuals with physical 

disabilities or those requiring assistive technologies many current gesture recognition systems depend on costly proprietary hardware which limits 

access for many potential users furthermore these systems often lack the flexibility needed for custom applications restricting their effectiveness in a 

variety of settings such as rehabilitation robotics gaming and virtual reality to tackle these issues the gesture link project is creating a cost-effective and 

customizable gesture recognition system that utilizes self-fabricated flex sensors connected to an arduino uno the goal of this system is to offer an 

accessible and scalable solution for converting hand movements into actionable digital commands by using readily available materials and open-source 

tools gesture link aims to make gesture-based interactions more widely accessible and applicable to real-world situations this project delves into the 

technical and practical challenges of constructing reliable flex sensors accurately interpreting complex hand gestures and facilitating seamless 

interaction between hardware and software components thereby paving the way for innovative applications in assistive technology and beyond . 

3. Literature Survey : 

Kasar, M.S., and Anvita Deshmukh (2016) This study introduces a gesture recognition system that incorporates flex sensors within gloves. Utilizing 

an Arduino ATmega microcontroller, the system interprets gestures and displays associated instructions on an LCD screen, supplemented by audio 

feedback. The focus of this research is on low-cost hardware integration for gesture recognition, laying the groundwork for simple real-time 

communication outputs. 
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Gowtham, B., and Saravanan (2019)   Building on previous work in gesture recognition, this study integrates five flex sensors with tactile sensors and 

an accelerometer to assess hand orientation. The analog signals from these sensors are processed and transformed into digital outputs by an ARM 

processor. The system also saves predefined data in SPI memory, generating results through an LCD display and a speaker. This research illustrates a 

more advanced approach to sensor integration for real-time gesture-to-speech translation. 

Hemavani (2017) This project investigates a smart glove system for real-time translation of gestures into text and speech. By embedding flex sensors 

and a magnetometer in the gloves, the system tracks finger movements. Detected gestures are converted to text and sent to a smartphone app via 

Bluetooth for speech synthesis. A notable feature of this system is its capacity for users to teach new gestures, enhancing flexibility and usability. The 

focus on real-time translation and user-defined gesture incorporation makes this approach particularly significant for assistive communication. 

Khushboo Kashyap (n.d.) This research examines the role of Augmentative and Alternative Communication (AAC) systems in alleviating 

communication challenges for individuals with severe disabilities. It classifies AAC systems into aided and unaided categories, positioning smart 

gloves as aided systems that depend on external devices. The study emphasizes the necessity of incorporating symbols, tactics, and strategies into AAC 

systems while highlighting the potential of smart gloves to facilitate expressive communication through gesture recognition. 

Tomar, R.S., Shrivastava, V., and Pandey, A. (2024) This research focuses on recognizing sign language to support communication for individuals 

who are deaf and mute. The project employs sensors to capture both hand movements and facial expressions, which are processed by an Arduino 

microcontroller. Software components analyze the data to identify gestures and translate them into meaningful outputs. The authors underscore the 

significance of user feedback, accessibility, and adherence to disability standards in designing an effective system. This comprehensive approach seeks 

to bridge communication barriers while tackling hardware and software integration challenges.   

4. Hardware and software requirements : 

Software Requirements 

• Arduino IDE : To program the Arduino Uno microcontroller and interface with flex sensors. 

• C++ : For low-level programming and performance optimization in Arduino. 

• Arduino libraries : Custom or community libraries for reading flex sensor inputs (e.g., analogRead in Arduino). 

• VS Code : IDEs for writing and debugging code with Arduino or Python. 

Hardware Requirements 

• Breadboard: For testing and prototyping circuits.   

• Jumper Wires: For connecting components.   

• Soldering Kit: For creating permanent connections.  

• Multimeter: For testing electrical connections and component functionality.   

• Arduino Uno: The primary microcontroller used to read flex sensor data and process signals.   

 

 

 

 

 

 

 

 

 

 

 

 

Fig 4.1 :- Arduino uno 

• Flex Sensors: Custom-built or commercial sensors to detect finger bending and translate them into electrical signals.   

 

 

 

 

 

 

 

 

 

 

Fig 4.2 :- Flex sensor 
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How do we make a flex sensor at home? 

 

Required Materials 

• Plastic tape (serves as the base). 

• Jumper cables (for connecting the electrical components). 

• Silver foil (to act as the conductor). 

• Graphite paper (made by rubbing a pencil on paper, used for resistive properties). 

• 1kΩ resistor (for signal conditioning). 

 

Steps to Construct the Sensor 

1. Prepare the Base 

         Cut a strip of plastic tape to form the sensor's base. Ensure it's long enough to fit both the silver foil and graphite paper. 

 

2. Add the Conductive Layer 

        Affix a strip of silver foil onto the plastic tape. This will serve as the conductive element of the sensor. 

 

3. Attach the Resistive Layer 

         Lay the graphite paper over the silver foil. The graphite will change resistance as the sensor bends. 

 

4. Connect the Wires 

         Use jumper cables to connect the two ends of the silver foil. Make sure the connections are secure to facilitate effective signal transmission. 

 

5. Secure the Layers 

         Use a second piece of plastic tape to hold together the silver foil, graphite paper, and jumper cables, ensuring stability and flexibility in the 

sensor. 

Fig 4.3 :- Flex sensor Schema 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

6. Incorporate a Resistor 

         Connect a 1kΩ resistor to one end of the jumper cable. This resistor will create a voltage divider with the sensor for measurable analog 

output. 

 

• Resistors: For voltage division with flex sensors to ensure accurate readings.   

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 4.4 :- 1k ohm resistance 
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Result : 

The Gesture Link system successfully demonstrates the effective integration of flex sensors and Arduino technology to create an affordable and 

practical assistive device for real-time gesture recognition and communication. This innovative solution accurately translates hand gestures into text 

displayed on a monitor, helping to close the communication gap for those with speech or hearing impairments. Designed to be l ightweight and user-

friendly, the device also allows users to incorporate custom gestures, enhancing its versatility. While the system meets its primary goals, improvements 

such as incorporating accelerometers for better gesture differentiation and refining the design for increased comfort could further boost its efficacy. 

Overall, Gesture Link exemplifies the potential of budget-friendly technologies to empower individuals with disabilities and foster inclusivity. 

 

Fig 5.1 Arduino Connection diagram 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 5.2 :- aruino connection practical 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 5.3 :- Connection without glove  
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  Gesture      Output 

Conclusion : 

the Sign Language to Text Conversion Using Flex Sensors project presents an innovative approach to enhancing communication for individuals who 

are deaf or hard of hearing. Utilizing flex sensors, this system effectively captures hand gestures and translates them into text in real time, serving as a 

valuable communication resource. The integration of cost-effective and user-friendly technologies, such as flex sensors and Arduino, ensures that the 

system is both practical and budget-conscious. Although the current implementation shows promising results, further improvements in gesture 

recognition accuracy and the addition of features like speech output could significantly enhance its functionality and user experience. This project 

establishes a foundation for the advancement of more inclusive assistive technologies, empowering those with speech or hearing disabilities to 

communicate more effectively. 
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