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ABSTRACT:  

The rapid evolution of financial systems has introduced unprecedented complexities, necessitating innovative approaches to manage, analyze, and predict system 

behaviors. This research explores the application of intelligent computing and reliable machine learning models to address challenges in complex financial systems. 

By integrating advanced computational methods with trustworthy AI frameworks, the study aims to enhance decision-making, risk assessment, and anomaly 

detection across dynamic financial environments. A particular focus is placed on the reliability and interpretability of machine learning models, ensuring they meet 

the stringent demands of transparency and accuracy essential for financial stakeholders. The paper also discusses the implications of these technologies in mitigating 

systemic risks and improving operational efficiency. Through case studies and experimental validations, this research highlights the transformative potential of 

intelligent computing and trustworthy machine learning in fostering resilient and adaptive financial ecosystems. The findings underscore their significance in 

shaping the future of finance and economic stability. 
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1 Introduction : 

The increasing complexity of modern financial systems, driven by globalization, technological advancements, and the exponential growth of data, presents 

significant challenges for effective management, decision-making, and risk mitigation. Traditional analytical methods often fall short in addressing the 

dynamic and nonlinear nature of these systems [1]. As financial markets become more interconnected, the repercussions of errors or inefficiencies can 

cascade, emphasizing the need for innovative approaches. This necessitates the integration of intelligent computing and reliable machine learning 

techniques to understand and manage such complexities [2]. 

The primary objective of this research is to explore how intelligent computing and machine learning can be effectively applied to complex financial 

systems to enhance transparency, accuracy, and trust. Specifically, the study focuses on developing reliable and interpretable AI models that meet the 

rigorous demands of stakeholders in the financial domain, including regulators, investors, and institutions [3]. The motivation lies in addressing critical 

challenges such as systemic risk, fraud detection, and decision optimization, while ensuring trustworthiness and ethical compliance in machine learning 

applications [4]. 

 

The contributions of this research are multifaceted. First, it proposes a framework for integrating trustworthy machine learning techniques into financial 

decision-making processes. Second, it offers novel insights into designing AI models that balance performance with reliability and interpretability. Third, 

the study demonstrates the real-world applicability of these methods through case studies and experimental validations, providing actionable knowledge 

for practitioners and researchers alike. 

In the context of complex financial systems, the adoption of Fog Computing offers a promising solution to enhance intelligent computing and reliable 

machine learning [5]. Fog computing, as an extension of cloud computing, brings computation, data storage, and networking closer to the edge of the 

network, reducing latency, bandwidth usage, and offering more efficient processing for real-time applications. Integrating fog computing into financial 

systems enables a more decentralized and responsive approach to data processing, which is particularly important for real-time financial decision-making, 

fraud detection, and risk management [6][31][33]. 

Anomaly detection is a critical component in intelligent computing and reliable machine learning for complex financial systems, where the ability to 

identify unusual patterns, outliers, or fraud is vital for safeguarding financial operations, ensuring security, and enabling efficient decision-making. 

Financial systems handle massive amounts of real-time data from transactions, market behaviors, and economic indicators. Detecting anomalies in such 

data is crucial for identifying risks, preventing fraudulent activities, and maintaining operational efficiency[7] 

Market risk is one of the most significant risks faced by financial institutions, arising from fluctuations in market variables such as stock prices, interest 

rates, currency exchange rates, and commodity prices. This risk can lead to potential financial losses due to adverse market movements. In complex 

financial systems, intelligent computing and reliable machine learning (ML) techniques have become essential tools for assessing, mitigating, and 
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managing market risk. These technologies provide the ability to process vast amounts of data, identify trends, and predict future market movements with 

high accuracy and efficiency [8][10]. 

In the context of intelligent computing and reliable machine learning applied to complex financial systems, resource optimization [28] plays a critical 

role in ensuring that the financial models operate efficiently while maintaining high accuracy and reliability. Financial institutions generate massive 

amounts of data that need to be processed in real time for applications like fraud detection, predictive analytics, market forecasting, and risk assessment[ 

30][32]. As these systems become more complex, optimizing computational resources, data storage, and energy consumption becomes essential for 

scalability, cost-efficiency, and sustainability [9]. 

The remainder of this article is structured as follows: Section 2 reviews the relevant literature on intelligent computing and machine learning in financial 

systems, highlighting existing gaps. Section 3 outlines the proposed methodology, emphasizing the principles of reliability and transparency. Section 4 

presents the experimental setup and results, showcasing the effectiveness of the proposed approaches. Section 5 discusses the implications of the findings, 

addressing challenges and opportunities for future research. Finally, Section 6 concludes the study, summarizing key contributions and their potential 

impact on the financial ecosystem. This work underscores the transformative potential of combining intelligent computing and reliable machine learning 

to navigate and optimize the complexities of modern financial systems, paving the way for innovation and resilience in the financial sector. 

2 Relate work : 

The intersection of intelligent computing, machine learning, and financial systems has garnered significant attention in recent years due to the growing 

need for advanced analytical tools capable of handling complex and dynamic environments. This section provides an overview of the existing literature 

in the domain, focusing on key developments, gaps, and opportunities. The integration of intelligent computing and reliable machine learning into 

financial systems has been extensively studied, with various approaches focusing on different aspects such as transparency, trust, risk management, and 

prediction accuracy. Below is a review of some key works that have shaped this field, including the algorithms used, their advantages, performance 

parameters, and limitations. 

One of the foundational works in the area of interpretable machine learning [11] who introduced LIME (Local Interpretable Model-Agnostic 

Explanations), a technique that enhances the transparency of black-box machine learning models by providing local explanations for their predictions. 

The primary advantage of LIME lies in its ability to make complex models more interpretable, fostering trust among users. Performance is evaluated 

based on the fidelity of explanations, ensuring that the explanation mirrors the model's behavior. However, the method's computational efficiency becomes 

a limitation when dealing with large datasets, as it requires generating numerous local surrogate models for each prediction. Moreover, LIME’s 

applicability to highly dynamic and complex financial systems remains limited. 

In the realm of fraud detection [12] demonstrated the effectiveness of ensemble learning methods, particularly Random Forest and Gradient Boosting 

Machines (GBM), in identifying fraudulent financial transactions. These models are known for their robustness and high accuracy, making them widely 

used in the financial industry. The performance of these models is typically assessed through metrics such as accuracy, precision, recall, and the F1-score. 

While these models excel in terms of detection performance, they often suffer from poor interpretability, making it challenging for stakeholders to trust 

the decision-making process, especially in regulatory environments where transparency is critical. Furthermore, ensemble methods can be sensitive to 

class imbalances in datasets, which is a common issue in fraud detection. 

Another important contribution [13], who explored optimization models for financial risk management. Their research combined machine learning with 

robust optimization techniques, aiming to assess and mitigate risks under uncertain conditions. The models provided valuable insights into decision-

making processes, offering scalable solutions to large-scale financial datasets. The performance of these models is often measured by risk coverage, 

prediction accuracy, and computational complexity. However, their reliance on static data and limited adaptability to real-time financial environments 

restricts their application in highly volatile markets where rapid changes in risk profiles are common. 

In the field of stock market prediction [14] utilized Long Short-Term Memory (LSTM) networks, a type of deep learning model, to capture temporal 

dependencies in stock price movements. LSTM models are particularly well-suited for time-series forecasting due to their ability to retain long-term 

dependencies. These models are evaluated based on performance metrics such as RMSE (Root Mean Square Error), MAE (Mean Absolute Error), and 

directional accuracy. While LSTMs achieved high accuracy in predicting stock prices, their lack of interpretability remains a significant challenge. 

Furthermore, these models are prone to overfitting, especially in volatile markets, which limits their generalization ability. 

[15] focused on systemic risk analysis using network-based algorithms and machine learning models to identify interdependencies in financial networks. 

Their work emphasized the importance of understanding systemic risks and how they propagate throughout the financial system. The performance of 

these models is generally evaluated through risk propagation metrics and detection rates. While the network-based approach proved effective in 

identifying systemic risks, it was computationally intensive and relied on static network structures, which made it less adaptable to real-time financial 

dynamics where connections between entities may change rapidly. 

[16] proposed hybrid models that combine traditional econometric techniques, such as ARIMA, with machine learning methods like Support Vector 

Machines (SVM) for financial forecasting. The primary advantage of hybrid models is that they leverage the strengths of both approaches, providing 

higher forecasting accuracy. These models are evaluated based on forecast accuracy and R-squared values. However, their scalability is limited, and they 

struggle with highly non-linear data, which is common in financial systems subject to sudden, unpredictable changes. 

 [17] reviewed various anomaly detection techniques in machine learning, with a focus on methods like autoencoders and One-Class SVMs, which are 

widely used for detecting unusual patterns in financial transactions. These methods are particularly effective in identifying outliers and anomalies that 

may indicate fraud or system errors. The performance of anomaly detection models is typically assessed using metrics such as AUC-ROC, detection 

precision, and recall. However, a common limitation is the high false-positive rate, which can be a significant issue in financial applications where false 

alarms may result in unnecessary actions or penalties. 

The ethical implications of AI in financial systems were examined by [18] who explored the concepts of fairness, accountability, and transparency in AI 

applications. They argued that ensuring ethical considerations are embedded in financial AI systems is crucial for maintaining trust. The performance of 
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ethical AI models is typically measured by fairness metrics, such as demographic parity and equalized odds. While the study provided valuable insights 

into the ethical considerations of AI, it did not directly address algorithmic challenges related to performance or scalability [29]2. 

In their analysis of big data analytics in financial systems, [19]  highlighted the importance of feature selection methods, such as Recursive Feature 

Elimination (RFE), in improving model performance by reducing noise and improving the relevance of the input data. These methods, when combined 

with algorithms like Random Forests, enhance model accuracy. The performance of these techniques is evaluated by feature importance scores and overall 

model accuracy. However, the study lacked emphasis on model interpretability, a crucial aspect for financial decision-making, especially in regulated 

environments. 

[20] applied explainable AI techniques, such as SHAP (SHapley Additive exPlanations), to credit scoring models, providing clear and understandable 

explanations for credit decisions. The key advantage of using SHAP lies in its ability to enhance the transparency of machine learning models, making 

them more accessible to users and regulators alike. The performance of SHAP is measured by the accuracy of the explanations and the computational 

overhead required to generate them. However, SHAP can be computationally expensive, especially when dealing with large datasets, and may require 

additional adjustments for specific financial models. Table 1 summarizes the related works: 

 

Author(s) Algorithm Used Advantages Performance 

Parameters 

Limitations 

Ribeiro et al. 

(2016) 

LIME (Local Interpretable 

Model-Agnostic 

Explanations) 

Enhances model interpretability 

and trust for black-box models. 

Fidelity of explanations, 

computational efficiency 

Computationally expensive for 

large datasets; limited applicability 

to dynamic financial systems. 

West et al. 

(2019) 

Random Forest, Gradient 

Boosting Machines (GBM) 

High accuracy and robustness 

in fraud detection. 

Accuracy, precision, 

recall, F1-score 

Poor interpretability; sensitive to 

class imbalances in datasets. 

Bertsimas et al. 

(2020) 

Robust optimization, 

Hybrid machine learning 

models 

Scalable, reliable risk 

assessments under uncertainty. 

Risk coverage, prediction 

accuracy, computational 

complexity 

Limited adaptability to real-time 

financial changes. 

Fischer and 

Krauss (2018) 

Long Short-Term Memory 

(LSTM) networks 

Captures temporal 

dependencies in stock market 

data, high prediction accuracy. 

RMSE, MAE, directional 

accuracy 

Lack of interpretability; risk of 

overfitting in volatile markets. 

Khandani et al. 

(2018) 

Network-based algorithms, 

Machine learning models 

Identifies systemic risks and 

interdependencies effectively. 

Risk propagation metrics, 

detection rate 

Computationally intensive; 

assumes static financial networks. 

Zhang et al. 

(2021) 

Hybrid models (ARIMA + 

SVM) 

Combines econometrics and 

machine learning for improved 

accuracy. 

Forecast accuracy, R-

squared 

Limited scalability; struggles with 

non-linear financial data. 

Chalapathy and 

Chawla (2019) 

Autoencoders, One-Class 

SVMs 

Effective in detecting anomalies 

and outliers in financial data. 

AUC-ROC, detection 

precision, recall 

High false-positive rates; requires 

careful tuning for financial 

datasets. 

Mittelstadt et 

al. (2019) 

Decision trees, 

interpretable neural 

networks 

Promotes fairness, 

accountability, and 

transparency in AI applications. 

Fairness metrics, 

interpretability score 

Focuses on ethical concerns 

without addressing algorithmic 

performance challenges. 

Sun et al. 

(2020) 

Feature selection (e.g., 

Recursive Feature 

Elimination), Random 

Forests 

Enhances model performance 

by reducing irrelevant features. 

Feature importance 

scores, model accuracy 

Lacks focus on model 

interpretability, a key issue in 

financial systems. 

Ghosh et al. 

(2021) 

SHAP (SHapley Additive 

exPlanations) 

Enhances transparency and 

trustworthiness in credit scoring 

models. 

Explanation accuracy, 

computational overhead 

Computationally expensive for 

large datasets; requires specific 

model adjustments. 

Table 1: Summary of related work 

Research Gap:  

While these studies have contributed significantly to the application of intelligent computing and machine learning in financial systems, they often focus 

on isolated aspects, such as performance or interpretability, without addressing the full spectrum of challenges [35]. There is a need for a holistic approach 

that integrates trustworthy machine learning, scalability, and real-time adaptability in the context of complex financial environments. This research seeks 

to bridge these gaps by proposing a comprehensive framework that balances model performance, reliability, and interpretability, ensuring that the 

proposed solutions are both technically efficient and trustworthy for stakeholders in the financial sector. 

3 Proposed Model 

The proposed model integrates intelligent computing and reliable machine learning techniques to tackle the inherent complexities of financial systems, 

focusing on transparency, scalability, trust, and adaptability. The framework aims to enhance decision-making, risk management, fraud detection, and 

forecasting within dynamic financial environments while ensuring model reliability and interpretability [21][22]. The proposed model consists of four 

primary components: 

1. Data Preprocessing and Feature Engineering 

2. Predictive Model Development 

3. Trustworthy AI Mechanism 

4. Interpretability and Explainability Layer 
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Each component works cohesively to ensure the system can handle complex, high-dimensional financial data while maintaining reliability and providing 

understandable outputs. 

 

1. Data Preprocessing and Feature Engineering 

The preprocessing layer focuses on handling financial data’s inherent noise, missing values, and inconsistencies. This stage also involves feature selection 

and dimensionality reduction to enhance the quality of data used by the model. Techniques like Recursive Feature Elimination (RFE), Principal 

Component Analysis (PCA), and autoencoders are used to reduce data complexity while retaining the most relevant features for financial predictions. 

 

W  =  eig(C)   where  C  =  
1

n
 XT X 

 

Here, X represents the financial data matrix, and Cis the covariance matrix of the data. 

Recursive Feature Elimination (RFE): 

This method iteratively eliminates the least significant features based on model performance. The algorithm is formulated as: 

 

RFE(X, y) = argmin∑|Xi − Xi−1|

n

i=1

 

 

where X is the set of features and y is the target variable. 

 

2. Predictive Model Development 

For the predictive layer, the model employs a hybrid approach combining traditional econometric models (like ARIMA) with machine learning techniques 

(such as Random Forests or Gradient Boosting Machines) for stock prediction and risk forecasting.  ARIMA for Time-Series Forecasting: 

 

Yt = ϕ1Yt−1 + ϕ2Yt−2 +⋯+ ϵt 

 

where Yt is the financial time series, and ϵ  is the error term at time t. 

Random Forest Regression: 

For regression tasks, Random Forest aggregates predictions from multiple decision trees: 

 

ŷ =
1

N
∑fi(x)

N

i=1

 

 

where fi(x)  is the prediction of the i-th decision tree, and N is the number of trees in the forest. 

This hybrid approach helps balance traditional models' interpretability with the flexibility of machine learning techniques, improving the accuracy and 

adaptability of predictions in volatile financial markets. 

 

3. Trustworthy AI Mechanism 

Trust in machine learning models is critical in financial applications, especially when decisions have high-stakes consequences. We propose the 

incorporation of Robust Optimization techniques to improve model robustness under uncertainty. The key objective of robust optimization is to ensure 

that the predictions are reliable despite variations in data or market conditions [23][24]. 

Robust Optimization Model:  

The objective function for robust optimization is formulated as: 

 

min
x
(f(x) + γ ⋅ var(x)) 

 

where f(x)x) is the expected loss function, and var(x) represents the variance of the solution, ensuring robustness. Additionally, the model includes 

mechanisms to assess fairness and bias mitigation, using techniques like Fairness Constraints to ensure decisions are made equitably across different 

demographic groups [25][26]. Adoption of blockchain can improve significant security and trust as well [27 

] 

4. Interpretability and Explainability Layer 

To address the critical need for model interpretability in financial decision-making, the model incorporates a Shapley Additive Explanation (SHAP) layer, 

which provides local explanations for individual predictions, helping stakeholders understand why a specific decision or prediction was made.SHAP 

Value Formula:  

The SHAP value for a feature jjj in a given prediction is calculated as:  

 

ϕj(f) = ∑
|S|! (|N| − |S| − 1)!

|N|!
S⊆N∖{j}

(f(S ∪ {j}) − f(S)) 

 

where f(S) is the model output for feature subset SSS, and ϕj(f) represents the contribution of feature jjj to the prediction. This explanation framework 

ensures that financial decisions made by the AI system are not only transparent but also comprehensible to end-users, such as investors or regulators, who 

need to trust the system. 

Below is the proposed architecture of the model that ties together the data preprocessing, predictive modeling, trustworthy AI mechanism, and 
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explainability layers. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1 : Phases of proposed model 

The proposed model integrates cutting-edge techniques in intelligent computing and machine learning to provide a comprehensive solution for complex 

financial systems. By focusing on model reliability, trustworthiness, transparency, and interpretability, the model ensures that AI-driven financial 

decisions are not only accurate but also ethical and understandable. Through hybrid modeling, robust optimization, and explainable AI, the model 

addresses the critical challenges of modern financial systems, paving the way for more reliable, transparent, and efficient financial decision-making 

processes. 

4 Experiment Evaluation 

This section provides an in-depth analysis of the proposed model's performance through a systematic experimental evaluation. The evaluation covers the 

experiment setup, datasets used, performance parameters, comparative results, and a detailed discussion. 

1.Experimental setup 

The proposed framework was implemented using Python with libraries like Scikit-learn, TensorFlow, and SHAP for model development, training, and 

interpretability. Experiments were conducted on a system with the following specifications: 

• Processor: Intel Core i7, 3.4 GHz 

• RAM: 16 GB 

• GPU: NVIDIA RTX 3080 (10GB VRAM) 

• Software: Python 3.9, Jupyter Notebook, and Matplotlib for visualization 

For optimization tasks, the Adam Optimizer was used with a learning rate of 0.001. Models were trained for 100 epochs with early stopping to prevent 

overfitting. 

2. Dataset 

The model was tested using a financial dataset composed of stock market data, transaction records, and credit risk datasets. Specifically, we used: Fraud 

Detection Dataset: Synthetic datasets generated from the IEEE-CIS dataset to simulate transaction anomalies. Credit Risk Data: The Lending Club dataset 

containing loan details and default risk indicators. The preprocessing step find the data concern and fill the data with appropriate values 

• Missing values were imputed using linear interpolation. 

• Features were normalized to ensure uniform scaling. 

• Dimensionality reduction was applied using PCA to retain 95% of the variance. 

3. Comparative Results 

The proposed model was compared against traditional and state-of-the-art techniques, including ARIMA, Random Forests, Gradient Boosting Machines, 

and LSTMs. Results are presented as follows: Prediction Accuracy for Stock Market Forecasting:  The prediction accuracy for various Machine learning 

models are represented in figure 2. The proposed model gain highest prediction accuracy 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2:comaparison of  Prediction accuracy for stock market dataset 
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F1-Score for Fraud Detection:  The F1-Score for fraud detection for various Machine learning models are represented in figure 3. The proposed 

model gain improved f1-score.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: F1-score for various ML models 

Execution Time Across Models : The execution time for various Machine learning models are represented in figure 4. The proposed model gain 

improved f1-score. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: Execution time for various MLmodels 

 

 Model 

Accuracy (%) MAE F1-Score Execution Time (s) SHAP Score 

 

ARIMA 72.34 8.54 80.2 2.13 NA 

Random Forest 85.12 5.21 0.82 15.67 0.72 

LSTM 87.56 4.89 0.85 28.45 0.55 

Proposed Model 90.78 3.76 0.91 20.34 0.85 

Table 2: Comparison of result across popular ML models 

4.5 Discussion : 

The proposed model outperformed traditional techniques like ARIMA and Random Forest in terms of accuracy, F1-score, and MAE. While LSTMs 

performed comparably for stock market predictions, they were less interpretable and prone to overfitting. The hybrid approach of combining ARIMA 

with Random Forest and trust-based optimization allowed the proposed model to strike a balance between accuracy and interpretability. Although the 

execution time of the proposed model was slightly higher than Random Forest, it was significantly lower than LSTMs, making it more suitable for real-

time applications [32]. The integration of SHAP significantly improved the interpretability of the proposed model compared to traditional machine 
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learning models. Stakeholders could better understand the rationale behind predictions, addressing a critical need for transparency in financial systems 

[33][34]. The proposed model demonstrated a slight decline in performance with highly imbalanced datasets. Future work could involve advanced 

balancing techniques or adaptive mechanisms to handle extreme class imbalances effectively. 

Conclusion : 

In this research, we proposed an innovative framework combining intelligent computing and reliable machine learning techniques to address the 

complexities of financial systems. By integrating trustworthy AI mechanisms, predictive modeling, and explainability tools, we aimed to enhance 

decision-making, risk management, and fraud detection in dynamic financial environments. Through extensive experimentation and evaluation, the 

proposed model demonstrated superior performance in terms of prediction accuracy, F1-score, and mean absolute error (MAE) compared to traditional 

models such as ARIMA and Random Forest, and more advanced techniques like LSTM. Furthermore, the integration of SHAP for interpretability 

provided critical insights into the decision-making process, making the model not only accurate but also transparent and explainable, which is vital for 

stakeholders in financial domains. 

Although the model showed promising results in most evaluation metrics, limitations such as handling imbalanced datasets were identified, which can be 

addressed in future research. Additionally, while the execution time was slightly higher than some other models, it remained manageable for real-time 

financial decision-making tasks.In summary, the proposed intelligent computing model provides a reliable, scalable, and interpretable solution for 

managing complex financial systems, paving the way for more efficient, transparent, and trustworthy AI applications in the financial industry. Further 

research will focus on improving robustness in the face of data imbalances and optimizing execution time for large-scale financial datasets. 

 

REFERENCES : 

 

1. Wali, Girish, and Chetan Bulla. "Suspicious activity detection model in bank transactions using deep learning with fog computing 

infrastructure." International Conference on Computational Innovations and Emerging Trends (ICCIET-2024). Atlantis Press, 2024. 

2. Tanwar, J., H. Sabrol, Girish Wali, C. Bulla, R. K. Meenakshi, P. S. Tabeck, and B. Surjeet. "Integrating blockchain and deep learning for 

enhanced supply chain management in healthcare: A novel approach for Alzheimer’s and Parkinson’s disease prevention and 

control." International Journal of Intelligent Systems and Applications in Engineering 12, no. 22s (2024): 524-539. 

3. Meenakshi, R. K., G. Wali RS, C. Bulla, J. Tanwar, M. Rao, and B. Surjeet. "AI integrated approach for enhancing linguistic natural language 

processing (NLP) models for multilingual sentiment analysis." Philological Investigations 23, no. 1 (2024): 233-247. 

4. Wali, Girish, and Chetan Bulla. "A Data Driven Risk Assessment in Fractional investment in Commercial Real Estate using Deep Learning 

Model and Fog Computing Infrastructure." Library Progress International 44, no. 3 (2024): 4128-4141. 

5. Wali, Girish. "AI-Based LSTM-X Model for Risk Assessment in Fractional Commercial Real Estate Investments." Library Progress 

International 44, no. 3 (2024): 10706-10722. 

6. Wali, Girish, Praveen Sivathapandi, Chetan Bulla, and P. B. M. Ramakrishna. "Fog computing: Basics, key technologies, open issues, and 

future research directions." African Journal of Biomedical Research 27, no. 9 (2024): 748-770. 

7. Wali, Girish, and Chetan Bulla. "Anomaly Detection in Fog Computing: State-of-the-Art Techniques, applications, Challenges, and Future 

Directions." Library Progress International 44, no. 3 (2024): 13967-13993. 

8. Wali, Girish, Anita Kori, Chetan Bulla, and KLECET AIML. "Market Risk Assessment Using Deep Learning Model and Fog Computing 

Infrastructure." International Journal of Recent Advances in Multidisciplinary Research (2024). 

9. Wali, Girish, and Chetan Bulla. "A COMPREHENSIVE REVIEW OF AI MODEL OPTIMIZATION: BASICS, TECHNIQUES, 

CHALLENGES AND FUTURE DIRECTIONS." VOL 10, ISSUE 07, JOURNAL OF CRITICAL 9 

10. Chetan Bulla, Girish Wali, “Enhancing Credit Risk Assessment with Explainable AI: Integrating Deep Learning, SHAP and Game theory”, 

19(7), 13321-13331, Journal of Critical Reviews, 2020. 

11. Ribeiro, M. T., Singh, S., & Guestrin, C. (2016). "Why should I trust you?" Explaining the predictions of any classifier. Proceedings of the 

22nd ACM SIGKDD International Conference on Knowledge Discovery and Data Mining, 1135-1144. 

https://doi.org/10.1145/2939672.2939778 

12. West, J., & Bhattacharya, S. (2019). Ensemble learning techniques for fraud detection in financial systems. International Journal of Data 

Science and Analytics, 8(3), 227-239. https://doi.org/10.1007/s41060-019-0150-0 

13. Bertsimas, D., Dunning, I., & Kallus, N. (2020). Robust optimization and machine learning for financial risk management. Mathematical 

Finance, 30(1), 173-214. https://doi.org/10.1111/mafi.12198 

14. Fischer, T., & Krauss, C. (2018). Deep learning for stock selection based on financial news. The Journal of Financial Data Science, 1(1), 32-

47. https://doi.org/10.3905/jfds.2018.1.1.032 

15. Khandani, A. E., Kim, A. J., & Lo, A. W. (2018). The risks of systemic risk analysis: Machine learning and financial networks. Journal of 

Financial Economics, 128(2), 373-394. https://doi.org/10.1016/j.jfineco.2018.03.003 

16. Zhang, W., Wang, Y., & Zhang, J. (2021). Hybrid econometric and machine learning models for financial forecasting. Quantitative Finance, 

21(7), 1091-1108. https://doi.org/10.1080/14697688.2020.1865881 

17. Chalapathy, R., & Chawla, S. (2019). Anomaly detection using autoencoders in financial systems. Proceedings of the 23rd European 

Conference on Artificial Intelligence, 123-128. https://doi.org/10.3233/978-1-60750-694-6-123 

18. Mittelstadt, B. D., Allcott, H., & Wood, D. (2019). Ethical AI in finance: Accountability and fairness considerations. Journal of Business 

Ethics, 154(1), 1-15. https://doi.org/10.1007/s10551-019-04188-2 



International Journal of Research Publication and Reviews, Vol (5), Issue (11), November (2024), Page – 5868-5875                          5875 

 

19. Sun, Y., Yang, M., & Xie, B. (2020). Big data analytics and its applications in financial systems. Journal of Financial Technology, 5(2), 1-19. 

https://doi.org/10.1016/j.fintech.2020.100015 

20. Ghosh, A., Saha, A., & Das, S. (2021). Explainable AI for credit scoring: Applying SHAP values in financial decision-making. Proceedings 

of the IEEE International Conference on Data Science and Machine Learning Applications, 345-356. 

https://doi.org/10.1109/DSMLA52656.2021.9454708Zheyu, Zhang., Tianping, Zhang., Jian, Li. "Unbiased Gradient Boosting Decision Tree 

with Unbiased Feature Importance."  undefined (2023). doi: 10.24963/ijcai.2023/515. 

21. Shree, Charran, R., Suman, Mahapatra. "Cross Feature Selection to Eliminate Spurious Interactions and Single Feature Dominance 

Explainable Boosting Machines."  undefined (2023). doi: 10.48550/arxiv.2307.08485 

22. Zheyu, Zhang., Tianping, Zhang., Jian, Li. "Unbiased Gradient Boosting Decision Tree with Unbiased Feature Importance." arXiv.org, 

undefined (2023). doi: 10.48550/arXiv.2305.10696 

23. Unbiased Gradient Boosting Decision Tree with Unbiased Feature   Importance.   doi: 10.48550/arxiv.2305.10696, 2023 

24. Ramakrishna, Madakasira, Prasanth Babu, Girish Wali, Deepali Tuteja, I. I. Spannhake, Ernst Wilhelm, Thomas Gianelle, and Milan Shah. 

"SYSTEMS AND METHODS FOR RESPONDING TO PREDICTED EVENTS IN TIME-SERIES DATA USING SYNTHETIC 

PROFILES CREATED BY ARTIFICIAL INTELLIGENCE MODELS TRAINED ON NON-HOMOGONOUS TIME-SERIES DATA." U.S. 

Patent Application 18/418,201, filed June 13, 2024. 

25. Tuteja, Deepali, W. A. L. I. Girish, and David Anandaraj Arulraj. "Aggregating data ingested from disparate sources for processing using 

machine learning models." U.S. Patent Application 18/123,179, filed September 19, 2024. 

26. Kumar, Amit, Neha Sharma, Nikhil Kumar Marriwala, D. Nageswara Rao, Subhendu Kumar Behera, Girish Wali, and Bharti Jandwani. 

"Mapping the trajectory of blockchain technology and non-fungible tokens: a comprehensive bibliometric analysis." International Journal of 

Information Technology (2024): 1-8. 

27. Wali, Girish, and Chetan Bulla. "A RESOURCE MANAGEMENT MODEL FOR FINANCE DOMAIN IN FOG COMPUTING BASED 

IOT INFRASTRUCTURE USING DEEP LEARNING AND BIO-INSPIRED ALGORITHMS."VOL 08, ISSUE 05,JOURNAL OF 

CRITICAL REVIEWS, 2021 

28. Dayana, D. S., T. S. Shanthi, Girish Wali, P. V. Pramila, T. Sumitha, and M. Sudhakar. "Enhancing Usability and Control in Artificial 

Intelligence of Things Environments (AIoT) Through Semantic Web Control Models." In Semantic Web Technologies and Applications in 

Artificial Intelligence of Things, pp. 186-206. IGI Global, 2024. 

29. Tuteja, Deepali, WALI. Girish, and Prasanth Babu Madakasira Ramakrishna. "Systems and methods for determining allocatable resources 

during proportional maintenance of complex computing systems using bifurcated filtering." U.S. Patent 12,118,389, issued October 15, 2024. 

30. Bulla, Chetan, and Mahantesh N. Birje. "Multi-agent based Monitoring System for Fog Computing Environment." In 2021 2nd International 

Conference for Emerging Technology (INCET), pp. 1-6. IEEE, 2021. 

31. Bulla, Chetan M., and Mahantesh N. Birje. "Efficient Resource Management Using Improved Bio-Inspired Algorithms for the Fog Computing 

Environment." International Journal of Cloud Applications and Computing (IJCAC) 12, no. 1 (2022): 1-18. 

32. Bulla, Chetan, and Mahantesh N. Birje. "Improved data-driven root cause analysis in fog computing environment." Journal of Reliable 

Intelligent Environments 8, no. 4 (2022): 359-377. 

33. Surjeet, S., C. Bulla, A. Arya, S. Idrees, G. Singh, S. G. Rao, and A. Shirahatti. "A quantum machine learning approach for bridging the gap 

between quantum and classical computing." International Journal of Intelligent Systems and Applications in Engineering 12 (2024): 553-560. 

34. Kori, Anita, and Chetan Bulla. "AI-Powered Real-Time Analytics for Liquidity Risk Assessment in Banking Sector." (2024). 

 

https://doi.org/10.1016/j.fintech.2020.100015

