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A B S T R A C T

This study presents an optimized approach for recognizing Javanese letters images using a hybrid model that combines Principal Component Analysis (PCA) and
Support Vector Machine (SVM) techniques. The research aims to enhance the accuracy and efficiency of Javanese letters recognition by leveraging the
dimensionality reduction capabilities of PCA for feature extraction and the classification power of SVM. A comprehensive dataset of Javanese letters was utilized,
and various preprocessing techniques were applied to improve image quality. The performance of the proposed model was evaluated using metrics such as
accuracy and execution time. Results indicate that the hybrid PCA-SVM model significantly outperforms traditional recognition methods, achieving higher
accuracy rates and faster processing times. This approach demonstrates the potential for effective Javanese script recognition, contributing to advancements in
optical character recognition and preserving cultural heritage. The findings of this research can be summarized as follows: The Zoning-PCA-SVM scenario
performed the best, achieving an average accuracy of 52.35% and the shortest execution time of 187.53 seconds. In comparison, the PCA feature extraction
method was less effective for images where the background was dominant. The Zoning process was more successful in preparing data for PCA feature extraction.
Additionally, lower accuracy was due to remaining noise after preprocessing, the introduction of new noise, and a limited amount of training data for each class.
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1. Introduction

Principal Component Analysis (PCA) has been widely utilized as an effective feature extraction technique in various studies, including lung cancer
detection using CT scan images [1] and facial image recognition [2], [3], [4]. These studies demonstrate that PCA consistently achieves image
recognition accuracy rates exceeding 70%. Further research by Syakhala et al. [5] reinforces PCA's advantages, showing it delivers faster recognition
times between 1 to 1.5 seconds and superior accuracy of 86.6%, outperforming the Hidden Markov Model (HMM), which achieved recognition times
of 2 to 7.5 seconds and an accuracy rate of 77.7%.

In addition to PCA, Support Vector Machine (SVM) is another widely-used method for data classification, originally developed for binary
classification tasks. Its effectiveness is demonstrated in studies such as hepatitis diagnosis [6] and predicting student graduation timelines [7]. Despite
its binary origins, SVM has also been successfully applied to multiclass problems, including the classification of five types of schizophrenia [8] and
multiclass sentiment analysis [9]. Research has shown that SVM outperforms methods like Fuzzy-KNN, binary decision trees, and deep recurrent
neural networks in various cases [10], [11].

Javanese script is an ancient writing system used in the Javanese language, comprising 20 basic letters and their variants, 10 numerals, 5
swara (vowel) characters, 8 murda (capital) characters and their variants, 5 partner characters and their variants, as well as several additional symbols
[12]. Each character has a distinct shape, along with specific reading and writing rules. Previous research on Javanese script recognition has employed
various methods, such as K-Nearest Neighbor (KNN) [13], Self-Organizing Maps [14], Back Propagation [15], and Learning Vector Quantization [16].
However, most studies have focused solely on recognizing the basic letters, while the inclusion of additional elements like letter pairs and supporting
characters introduces greater complexity. To address this, more advanced techniques such as a combination of Principal Component Analysis (PCA)
and Support Vector Machine (SVM) are needed to improve the accuracy and efficiency of Javanese letters recognition.

This research aims to evaluate the performance of combining Principal Component Analysis (PCA) and Support Vector Machine (SVM) for
recognizing Javanese letters images. PCA will be applied for feature extraction, while SVM will serve as the classifier. The effectiveness of this hybrid
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approach will be assessed based on average accuracy and execution time (runtime), providing insights into how efficiently and accurately it can
recognize and classify Javanese characters.

2. Methodology

2.1 Principal Component Analysis (PCA)

PCA is often used because of its ability to reduce data dimensions without losing important information. The feature values   of the training image
obtained through PCA can be visualized in the form of an eigen image. The feature extraction process using PCA involves several steps, namely [17]:

1. Converting Image Representation from Matrix to Vector

The image, initially in matrix form, is transformed into a vector by aligning its pixels sequentially. Each vectorized image is then consolidated into an
image collection matrix.

2. Calculates the Overall Average of the Image

After constructing the image collection matrix, the next step is to compute the average value of each pixel across all images, referred to as the average
image value (µ). The model for the image collection matrix is presented in Equation (2.1), while the calculation method for the average image value is
detailed in Equation (2.2). This approach enables Principal Component Analysis (PCA) to achieve more efficient data compression, thereby
streamlining the classification process.
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Where :

d : amount of training data

p : number of pixels

µp : average pixel to p

xi,p : value of the pth pixel from the ith data

3. Computing the Zero Mean

The zero mean matrix (Φ) is generated by subtracting the average value from each data point in the image collection matrix, effectively centering the
data around zero, as outlined in Equation (2.3). This step is crucial for enabling accurate eigenvector and eigenvalue calculations in the subsequent
phase, ensuring that the data distribution is more representative and better prepared for further processing in PCA analysis.

��,� = ��,� − �� ………………….. (2.3)

Where:

Φd,p : zero mean element of data to d, pixel to p

xd,p : p pixel value of d data

µp : average pixel to p

4. Constructing a Covariance Matrix

The calculated zero mean matrix is then utilized to construct a covariance matrix, as outlined in Equation (2.4). This covariance matrix captures the
linear relationships between variables in the data, serving as a crucial step in identifying the principal components during the PCA process.

� = 1
�−1

∗ � ∗ �� ............................. (2.4)

Where:

K : covariance matrix

d : amount of training data

Φ : zero mean matrix

5. Calculating the Eigenvectors and Eigenvalues of the Covariance Matrix
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Once the covariance matrix is constructed, the next step is to calculate the eigenvectors and eigenvalues. Eigenvectors represent the primary directions
of data variability, while eigenvalues indicate the extent of variability explained by each eigenvector. These two values are crucial in the PCA process
for dimensionality reduction, as only the eigenvectors associated with the largest eigenvalues will be retained to form the principal components.

6. Ranking Eigenvalues and Their Corresponding Eigenvector Pairs in Descending Order

After calculating the eigenvalues and eigenvectors, the next step is to sort the eigenvalues in descending order, pairing each eigenvalue with
its corresponding eigenvector. This ordering is crucial, as larger eigenvalues signify the most significant components in explaining data variability.
Only the eigenvectors associated with the largest eigenvalues will be selected to form the principal components, facilitating effective dimensionality
reduction while preserving essential information.

7. Projecting Data to Create an Eigen image

After selecting the principal eigenvector, the next step is to project the original data into the new space defined by this eigenvector. This
process yields a simplified data representation while preserving essential information. The resulting projected image, known as an eigenimage, captures
the primary features of the original data. This eigenimage is subsequently utilized in the classification or further analysis stages.

The data projection matrix will be utilized to extract feature values from the test data, while the eigenimage serves as the feature
representation of the training image. To derive the projection matrix, calculations must be performed according to Equations (2.5) through (2.8).
Meanwhile, the eigenimage can be computed using Equation (2.9). This process is crucial for ensuring that the features extracted from the test data
align with the representation established in the training images.
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Where:

Φ : zero mean matrix

V : eigenvector

p : number of pixels

d : amount of training data

X : matrix of the training image collection

8. Extracting Features from Test Images

The next step involves calculating the features of the test image using the previously obtained projection matrix. This process entails projecting the test
image into the feature space defined by the principal eigenvector. By doing so, the features of the test image are extracted consistently, allowing for
effective comparison with features from the training images. The results of this feature extraction will serve as the foundation for the subsequent
classification stage, ensuring that relevant information is accurately identified and analyzed.

Test image features are obtained by multiplying the test image vector and the transpose of the projection matrix produced in step 7. This
process allows the test image to be represented in the same feature space as the training image, thus facilitating further analysis and classification. In
this way, relevant features from the test image can be extracted effectively, ensuring that important information is preserved in the pattern recognition
process.

2.2 Support Vector Machine (MVM)

Support Vector Machine (SVM) is a powerful supervised learning method primarily used for binary classification tasks. However, it can be
effectively extended to handle multiclass classification problems using the one-vs-one strategy. In this approach, SVM constructs individual classifiers
for every possible pair of classes, comparing each class pairwise. This results in a more detailed and comprehensive model. By breaking the problem
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down into simpler two-class comparisons, SVM can tackle more complex classification challenges, ultimately improving accuracy in distinguishing
between multiple classes and capturing intricate patterns in the data.

� � = �=1
� ��� �, �� + �� ....... (2.10)

Where:

p : amount of data

K(x,xi) : kernel function

β : bias

A Support Vector Machine (SVM) fundamentally works by finding the optimal linear separator, known as a hyperplane, to distinguish
between two classes. The key objective of SVM is to identify the hyperplane that maximizes the margin between the two classes, thereby enhancing
classification accuracy. This margin represents the distance between the hyperplane and the closest data points from each class, known as support
vectors. The wider the margin, the more robust the classification. The SVM function is mathematically expressed as in Equation (2.10), with the bias
term (β) determined by the following equation.
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To obtain the αi value, the steps that need to be followed are as follows [7]:

1. Initialize the Values   and Form the Hessian Matrix

The process begins with initializing the necessary parameter values, followed by constructing the Hessian matrix. The Hessian matrix
captures the curvature of the objective function, which plays a critical role in the optimization process for determining the optimal value of αi.

Set the initial value of αi to 0, along with other key parameters, including lambda (λ), learning rate (γ), complexity (C), maximum epochs
(maxEpoch), and minimum error threshold (ε). Afterward, compute the Hessian matrix using Equation (2.11). This step is essential in setting the stage
for the upcoming optimization process.

��� = ����(� ��, �� + �2)............. (2.11)

2. Calculating the α value

The calculation of the αi value is performed through the following steps:

�� = �=1
� ������

∆αi = min(max(γ(1-E)-αi)C- αi)

�� = �� + ∆��

3. Repeat Step 2 until you reach the maximum number of epochs or |∆αi| ≤ ε

The process of calculating the value of αi is repeated continuously until it reaches the maximum number of epochs or until the difference in
changes in αi (|∆αi|) is within the error tolerance limit (ε). This step is important to ensure convergence and accuracy in estimating the αi value

2.3 Scenario

In this research, Javanese letters recognition was performed using image data, comprising a total of 810 images divided into 27 classes
(Table 2.1). Of these, 789 images were used for training and 81 for testing. The image preprocessing involved three treatment variations (scenarios).
First, all images underwent noise removal, cropping, scaling, and grayscale conversion (PCA-SVM). Second, the images were also subjected to a
thinning process (Thinning-PCA-SVM). Finally, in addition to noise removal, cropping, scaling, and grayscaling, a zoning process was applied to all
images (Zoning-PCA-SVM). After preprocessing, the images were split into training and testing sets using 10-fold cross-validation. Feature extraction,
training, and testing were then performed. Lastly, an evaluation was conducted to assess the performance of the PCA and SVM methods in recognizing
Javanese characters.

Table 2.1 Image Data
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The feature extraction process yields image eigenvalues and a projection matrix through the application of the PCA method. The
eigenimages serve as features for the training images, while the projection matrix is used to extract features from the test images. For both training and
testing, the SVM method is employed with a linear kernel and a one-vs-one multiclass strategy. This approach enables the model to effectively classify
Javanese letters images based on the extracted features.

The one-vs-one strategy performs classification by comparing each pair of classes. As a result, multiple SVM models are generated in a
single training process (Figure 2.1). The total number of models produced using this strategy can be determined by the combination formula, as
simplified in Equation (2.12), where n represents the number of classes. In this research, the number of models is calculated as follows:

�������_��_������ = �(�−1)
2

……… (2.12)

�������_��_������ = 27 27−1
2

�������_��_������ = 351 ������

Test results from each treatment will be recorded, compared, and thoroughly analyzed. In this study, the comparison parameters include the
average accuracy and execution time (runtime) for each scenario. The goal of this analysis is to determine which treatment delivers the best
performance in recognizing Javanese characters.

Figure 2.1 One vs one strategy SVM model

3. Results and Discussion

Figures 3.1 to 3.3 illustrate the results of test image recognition using the 10-fold cross-validation method for each scenario, presented in the form of
confusion matrices. These figures reveal that several images in each class were still misclassified. For instance, in class 2 (Figure 3.1), 18 images were
correctly recognized, while the remaining images were classified into other classes. In Figure 3.2, 17 test images were correctly identified as class 2,
but the other 13 were misclassified into classes 4, 5, 8, and 9. In contrast, Figure 3.3 shows improved results, with 19 test images from class 2 correctly
classified, while the rest were misclassified into classes 4, 5, 7, 8, 9, and 20.

Recognition errors may arise due to similarities in the shapes of Javanese script characters across different classes. Many characters share
significant visual similarities, making accurate classification challenging. Additionally, the smaller size of the character relative to the background
contributes to these errors (see Figure 3.4). In the Thinning-PCA-SVM scenario, the background appears more prominent as the characters undergo the
thinning process. Furthermore, errors in the initial writing of the characters at the beginning of the image can also lead to recognition inaccuracies
(Figure 3.4).

Recognition errors may arise due to similarities in the shapes of Javanese letters characters across different classes. Many characters share
significant visual similarities, making accurate classification challenging. Additionally, the smaller size of the character relative to the background
contributes to these errors (see Figure 3.4). In the Thinning-PCA-SVM scenario, the background appears more prominent as the characters undergo the
thinning process. Furthermore, errors in the initial writing of the characters at the beginning of the image can also lead to recognition inaccuracies
(Figure 3.4).
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Figure 0.1 Confusion Matrix PCA-SVM

Figure 0.2 Confusion Matrix Thining-PCA-SVM
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Figure 0.3 Confusion Matrix Zoning-PCA-SVM

Figure 0.4 Example of Pre-processed Image Results

Table 3.1 Accuracy and Runtime

FOLD-
SCENARIO

PCA-SVM Thining-PCA-SVM Zoning-PCA-SVM

1 50.6173 34.5679 45.6790

2 49.3827 44.4444 65.4321

3 46.9136 33.3333 64.1975

4 59.2593 49.3827 69.1358

5 34.5679 28.3951 39.5062

6 30.8642 24.6914 29.6296

7 39.5062 34.5679 45.6790

8 34.5679 24.6914 54.3210

9 41.9753 34.5679 60.4938
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FOLD-
SCENARIO

PCA-SVM Thining-PCA-SVM Zoning-PCA-SVM

10 35.8025 30.8642 49.3827

MEAN
ACCURACY (%)

42.3457 33.9506 52.3457

RUNTIME
(second)

253.561 254.342 191.407

Based on the confusion matrix analysis, the average accuracy for each scenario is shown in Table 3.1. The Zoning-PCA-SVM scenario
achieved the highest average accuracy at 52.35%, with the shortest execution time of 191.41 seconds. In comparison, the PCA-SVM scenario had an
average accuracy of 42.35% and a runtime of 253.56 seconds. The Thinning-PCA-SVM scenario recorded the lowest accuracy at 33.95%, with a
runtime of 254.34 seconds. The advantage of the Zoning-PCA-SVM scenario in terms of shorter runtime is attributed to the reduced image dimensions
resulting from the Zoning process, which compresses the images to only 400 pixels.

The use of the Thinning method during the preprocessing stage results in suboptimal images for feature extraction using PCA. This is
evident from the accuracy values across all scenarios in the 10-fold cross-validation, as shown in Table 3.1. The Thinning-PCA-SVM scenario
consistently produced the lowest accuracy among the three scenarios. Although in some folds the Zoning-PCA-SVM scenario had lower accuracy than
the PCA-SVM scenario, overall, the Zoning-PCA-SVM scenario achieved the highest accuracy. Accuracy is calculated by dividing the number of
correctly predicted images in each scenario and fold by the total of 81 test images.

4. Conclusions

The findings of this research can be concluded as follows:

1. The Zoning-PCA-SVM scenario demonstrated the best performance, achieving the highest average accuracy of 52.35% and the shortest
execution time of 187.53 seconds.

2. The PCA feature extraction method proved less effective in handling images where the background dominates the object.

3. The Zoning process was more successful in preparing data suitable for feature extraction using PCA.

4. Remaining noise after preprocessing, the introduction of new noise, and the limited amount of training data per class contributed to the
lower accuracy observed.

5. Suggestions

In future research, several steps can be taken to improve the results:

1. Implement more effective noise reduction methods.

2. Explore alternative classification methods beyond SVM that are better suited for multi-class recognition.

3. Increase the amount of training data to enhance model performance.

4. Apply feature extraction techniques other than PCA.

5. Introduce additional preprocessing treatments beyond Thinning and Zoning.
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