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ABSTRACT-

This paper describes the creation of an audio comparison model using Python and the librosa module to analyze and compare audio frequencies at the maximum
loudness. The system compares a master audio file to a test audio file, detects a frequency match, and visualizes this match via a virtual LED on the web interface,
which is powered by Flask. The project investigates the potential of audio analysis in a variety of disciplines, including audio fingerprinting and signal processing.

A thorough system architecture combines Pythonbased libraries with a user-friendly Flask interface to provide precise and real-time audio comparison.
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Introduction

The audio comparison model can be used in a variety of fields, including audio fingerprinting, music recognition, media monitoring, and quality
assurance. The project enables precise frequency detection by utilizing the efficient signal processing capabilities of the librosa library. The system is
designed to work with a variety of audio file types and signals.

Testing and calibration were carried out to accommodate for slight variations in audio signals caused by noise or distortion, allowing for flexible yet
accurate comparison. Data acquired during testing show that this model is highly accurate and rapid in detecting frequency matches, making it
appropriate for both real-time and offline audio comparison applications. The article also considers future extension options, such as physical LED
integration and real-time audio stream comparisons, which could increase the system's utility in industries that require audio verification and

monitoring.

1. Literature Review

1.1. Audio Signal Processing

Audio signal processing is a well-studied field with applications including music information retrieval, speech recognition, media monitoring, and
audio fingerprinting. To evaluate or compare audio data, significant parameters such as frequency, amplitude, and time-domain aspects are extracted
from the signals. To transform time-domain signals to frequency-domain data, popular feature extraction techniques include the Fourier Transform,
Mel-Frequency Cepstral Coefficients (MFCC), and chroma features.

The Short-Time Fourier Transform (STFT) is one of the oldest methods for analyzing audio signals, providing both time and frequency information
from audio data. This approach has been useful in many applications, including speech recognition and environmental sound classification. This
approach has been useful in many applications, including speech recognition and environmental sound classification.

Librosa, a Python library for music and audio signal processing, makes it easier to extract significant elements from audio files while also supporting
advanced techniques such as Constant-Q Transform (CQT) and

Harmonic/Percussive source separation. Researchers have used librosa in a variety of tasks, including genre classification and musical beat tracking,
demonstrating its adaptability. Its ability to extract spectral and temporal information from audio data makes it an excellent candidate for this project,
which requires frequency and amplitude detection when comparing audio signals.
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1.2. Frequency and Amplitude Matching

In the context of audio comparison, frequency and amplitude are critical characteristics for identifying the similarity of audio signals. The frequency is
the rate at which sound waves oscillate, and the amplitude is the signal's intensity or loudness. The fundamental frequency, often known as pitch, is
especially relevant for comparing musical and speech signals.

Previous research has focused on several approaches for comparing frequencies between two audio recordings. CrossCorrelation is one such method
that works well for spotting similarities in signal patterns. Another prominent method is Euclidean Distance, which computes the difference between
the feature vectors of two audio files. However, these approaches may fail to deal with noise or non-linear aberrations in signals.

The comparison based on the highest amplitude frequency, as implemented in this project, ensures that the most prominent frequency in each audio
signal is caught, making the comparison more accurate. This approach is very useful for identifying important characteristics in complicated audio
sources like music or noisy settings. It also provides a simple method for comparing master and test audio files, as amplitude peaks are frequently
resistant to tiny changes or noise.

1.3. Python for Audio Signal Processing

Python, an open-source language with a large library base, has emerged as a popular alternative for implementing audio processing tasks. Python's ease
of use, combined with powerful audio processing libraries such as librosa, SciPy, and NumPy, has allowed developers and researchers to design

complex audio comparison systems.

Librosa is one of the most popular Python libraries for working with music and audio data. It allows you to load audio files, compute spectrograms, and
extract features such as MFCCs, chroma, spectral contrast, and zero-crossing rates. The library's built-in frequency analysis features make it a good
choice for applications that need to compare frequency and amplitude values.

Librosa has been used in a number of projects to perform audio analysis. For example, music genre classification models use librosa to extract audio
data such as tempo and pitch, whereas speech recognition models employ spectral features. Furthermore, sound event detection projects employ
librosa's harmonic and percussive source separation features to isolate critical sound events for future investigation.

In this project, librosa is used to find the frequency with the greatest amplitude in both the master and test audio files. This streamlines the comparison
process because the most significant frequency component is used to determine whether the audio signals are same. The usage of librosa also increases
the project's adaptability, allowing it to handle a variety of audio file types and loud environments.

1.4. Web Frameworks for Real-time Audio

Interaction
Flask, a lightweight Python web framework, is a popular choice for creating low-overhead web applications. It offers a

versatile and scalable platform for combining backend Python code and a front-end user interface. Flask's simplicity and adaptability make it excellent
for projects that require realtime results or user involvement with sophisticated algorithms, such audio comparison systems.

Previous research has looked into the use of Flask in a variety of applications, including real-time data visualization, sensor data monitoring, and
machine learning model development. In this project, Flask acts as a link between the backend audio comparison logic and the user interface.

Several tests have demonstrated Flask's usefulness at managing real-time user interactions in web-based applications. Its interaction with Python
libraries such as librosa enables developers to create dynamic audio processing systems that run in real time without incurring considerable
performance cost. For example, Flask has been used to build real-time voice recognition systems, music streaming platforms, and other audio-based
apps that process user input in real time

1.5. Virtual LED Simulations for Audio Feedback

Visual feedback techniques, like as LEDs, have long been utilized in audio systems to provide clear signs of sound levels or signal matching. Physical
LEDs have been used in hardware-based audio systems to indicate volume levels, distortions, and matching frequencies in sound recognition systems.
However, with the advent of virtual interfaces, the concept of a virtual LED developed, emulating physical hardware within a software environment.

In this project, the virtual LED acts as a visual indicator, turning on when a match between the master and test audio files is identified. This feature
simulates the functionality of real LEDs in hardware installations but uses a web-based interface, making it more accessible and deployable. The
virtual LED displayed in the Flask interface gives consumers a fast, natural representation of the comparison results.



International Journal of Research Publication and Reviews, Vol 5, no 11, pp 262-269 November 2024 264

2. Methodology
2.1. System Design

The core objective of the system is to compare two audio files—a master audio and a test audio—based on their dominant frequencies (i.e., the
frequency with the highest amplitude). This comparison is visualized using a virtual LED displayed on a web-based interface via Flask. The system is

divided into two main components:
1. Backend Audio Comparison Module

2. Frontend Visualization Interface
2.1.1. Backend Audio Comparison Module

The librosa library is used to extract the key frequency characteristics of the audio files. It loads both the master and test audio files and analyzes the
frequency spectrum to identify the frequency with the highest amplitude. The system focuses on the prominent frequency since it represents the most

distinguishable feature in the audio signal.

Once the dominant frequencies are extracted from both files, they are compared to detect a match. If the frequencies from the master and test audio files

are within a certain tolerance range (to account for minor variations due to noise), the comparison is considered a match.

The comparison result (match or no match) is sent to the frontend to trigger the virtual LED.
2.1.2. Frontend Visualization Interface
The Flask web framework serves as the interface through which users upload audio files. Flask provides an easy-to-use platform for interacting with the

backend and displaying results.

The key feature of the frontend is the virtual LED display, which changes its color based on the comparison result. When the frequencies match, the
virtual LED lights up (e.g., green compares them.Based on the result, the system updates the virtual LED on the interface, providing real-time visual
feedback.

2.2. Hardware Setup
Although this project is primarily software-based, it simulates a virtual LED to represent the result of the audio comparison. However, the project can
be easily extended to include a physical hardware setup using platforms like STM32.

Potential Hardware Expansion:

STM32 : The STM32 hardware kit includes a development board with an ARM Cortex-M-based STM32 microcontroller, onboard peripherals (LEDs,
buttons, interfaces like SPI, 12C), and GPIO pins for external connections. It features an ST-LINK programmer, USB interface, and expansion headers,
supported by STM32CubelDE and STM32CubeMX for development, along with documentation and libraries for easy prototyping.

LED Circuit Design: In the hardware setup, an LED can be powered by a simple circuit controlled by the STM32, responding directly to the output of
the comparison algorithm.

GPIO Control: The system would send a signal to the STM32’s GPIO pins to turn on the LED if a frequency match is detected. Otherwise, it remains

oft or changes color to indicate no match.

This hardware setup is ideal for scenarios where real-world physical feedback is needed, such as in sound testing environments or industrial
applications requiring audio verification.

2.3. Software Implementation

The software implementation involves three primary components: audio processing (using librosa), the web interface (using Flask), and the virtual LED
display.

for a match, red for no match), providing an immediate,

2.3.1. Audio Processing (Librosa) intuitive indication of the result. The interface is designed to be simple, allowing users to upload files and view
results without Audio Loading: Both the master and test audio files are any complex input. loaded into the system using librosa’s load() function.

Librosa converts the audio files into numerical arrays uploads the master and test audio representing the waveform.
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files via the Flask interface. The system processes both files using librosa, extracts the highest amplitude frequency, and Frequency Extraction:
Librosa computes the Fast Fourier Transform (FFT) of the audio to convert it from the time

Audio Preprocessing System Workflow: User:

domain to the frequency domain. The spectral representation Both audio files are loaded into librosa. A Short-Time Fourier is then analyzed to identify
the frequency with the highest Transform (STFT) is applied to convert the time-domain signal amplitude, which is used for comparison into the
frequency domain.

STFT (Short-Time Fourier Transform) is used to break the audio signal into smaller time windows, making it easier to track variations in frequency

over time.
The frequency with the highest amplitude (dominant frequency) is determined using librosa's amplitude to_db() and fft() functions.

Comparison Logic: Once the dominant frequencies are extracted from both audio files, a comparison is performed. The system checks if the
frequencies are within a predefined tolerance range. If the difference between the frequencies is small enough, the system marks them as a match. A
threshold value is set to allow for small variations due to noise or distortion in the audio signals.

2.3.2. Flask-based Web Interface

File Uploading: Flask allows users to upload the master and test audio files. The system provides a simple, user-friendly interface that processes the
uploaded files in the backend. Virtual LED Display: Based on the result of the comparison, the virtual LED displayed in the web interface changes state.
Flask renders the result in real-time, giving users instant feedback on whether the audio files match.

LED Color Logic: When a match is detected, the virtual LED turns green. When no match is found, the LED turns red.
2.3.3. Flask Backend & Frontend

Communication
Backend Processing: The audio processing functions using librosa are handled on the backend.
Flask manages routing, handling the input files, and sending the comparison result back to the frontend.

Frontend Result Display: Flask dynamically updates the virtual LED on the web page. The LED's state is determined by the comparison result from the
backend.

2.4. Control Algorithm

The control algorithm of the system governs the comparison process and the display logic for the virtual LED. It ensures that the entire flow from
audio input to result display operates smoothly.

2.4.1. Audio Comparison Algorithm

Input: The system takes two audio files (master and test) as input, uploaded by the user through the Flask interface.
The frequency with the highest amplitude is identified in both audio files using librosa’s frequency extraction methods.
Frequency Comparison:

The dominant frequencies from the master and test audio files are compared.

A tolerance threshold is applied to account for minor variations or noise.

If the difference between the two frequencies is within the tolerance range, the system registers a match. Result Output: The comparison result is passed
to the Flask frontend.

2.4.2. Virtual LED Control Logic

LED Activation:
If a match is detected (i.e., the dominant frequencies from the two audio files are close enough), the virtual LED in the Flask interface lights up green.
If no match is found, the LED turns red.

LED Display Update:
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The result is updated in real-time on the web interface. Flask uses asynchronous rendering to ensure that the LED display responds immediately to the

comparison result.
2.4.3. Tolerance Adjustment

The tolerance threshold is dynamically adjustable to account for different use cases. For example, in cases where more precision is required (e.g.,
forensic audio analysis), the threshold can be lowered, while for noisier environments, the threshold can be relaxed.

3.Block Diagram
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4. Testing and Calibration
4.1. Testing

Testing is a crucial phase in validating the accuracy, reliability, and performance of the audio comparison system. The system was tested using various
audio files under different conditions to ensure its robustness. The primary goal of the testing process was to verify whether the system could accurately
detect a match or mismatch between the master and test audio based on their dominant frequencies.

4.1.1. Test Scenarios The system was tested under several scenarios to simulate real-world use cases:

Perfect Match Test: The same audio file was used as both the master and the test audio.
Expected Result: A perfect match, with the virtual LED turning green.
Outcome: The system consistently detected a match, confirming its ability to recognize identical audio files accurately.

Near Match Test: Two audio files with very similar frequencies but slightly different due to noise or minor modifications (e.g., slight changes in
amplitude or pitch) were used.

Expected Result: The system should detect a match within the predefined tolerance threshold and turn the virtual LED green.

Outcome: The system successfully detected a match in most cases, confirming that the tolerance range was correctly implemented to account for minor

variations.

No Match Test: Completely different audio files with distinct dominant Frequencies are used.

Expected Result: The system should detect no match, and the virtual LED should remain red.

Outcome: The system accurately identified mismatches, showing its reliability in detecting differences in audio signals .

Noise-Added Test: The master audio was left unchanged, but the test audio had additional background noise added to simulate a noisy environment.
Expected Result: The system should still be able to detect a match if the dominant frequency remains intact, despite the noise.

Outcome: In most cases, the system correctly detected matches, although extreme noise levels led to incorrect results, highlighting the need for further

optimization in noisy conditions.
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Format and Sampling Rate Test:
Audio files with different formats (e.g., .wav, .mp3) and varying sampling rates were tested to verify the system’s flexibility.
Expected Result: The system should handle different file formats and sampling rates, provided they are supported by librosa.

Outcome: The system worked well across different formats and sampling rates, demonstrating its versatility.

4.1.2. Performance Testing In addition to functional tests, the system was also tested for performance metrics like processing speed,
scalability, and resource utilization.

Processing Speed: The time taken to analyze and compare two audio files was recorded.The system exhibited fast processing times, even for larger
audio files, confirming its suitability for real-time applications.

Scalability: The system was tested with multiple concurrent users uploading audio files. Flask efficiently handled simultaneous requests without
significant delays, showing the system’s ability to scale for multiple users.

Resource Utilization: CPU and memory usage were monitored during the testing process to ensure the system operates efficiently. The tests confirmed
that the audio processing andcomparison tasks were lightweight, ensuring the system’s smooth operation on standard hardware setups.

4.2. Calibration

Calibration refers to adjusting the system's parameters, such as tolerance thresholds and noise handling capabilities, to ensure optimal performance in
varying conditions.

4.2.1. Tolerance Threshold Calibration

The tolerance threshold defines how closely the dominant frequencies of the master and test audio files must match to register as a match. Initial testing
used a default threshold, but during calibration, the threshold was fine-tuned based on the nature of the audio files. For example, speech signals may
require a tighter threshold, while musical signals or noisy environments might benefit from a looser threshold. The system was calibrated by testing a
variety of audio types (e.g., music, speech, environmental sounds) and adjusting the threshold to balance accuracy and flexibility. A threshold of £5%
of the dominant frequency was found to be optimal for most cases, ensuring that minor variations in the audio did not result in false mismatches.

4.2.2. Noise Handling Calibration
During testing, it became evident that noise in the audio signals could interfere with frequency detection. Calibration focused on enhancing the system’s

noise tolerance without compromising accuracy.

Preprocessing techniques such as low-pass filtering and spectral smoothing were applied to reduce the impact of noise. These filters helped in focusing
on the main frequency components while suppressing unwanted noise. The system was further calibrated by testing with various levels of background
noise to ensure it could still detect the dominant frequency under noisy conditions. This calibration process improved the system’s ability to correctly
identify matches in moderately noisy environments.

4.2.3. Virtual LED Response Calibration

The virtual LED response time was calibrated to ensure that it changes color instantaneously after the comparison result is generated. Flask’s
asynchronous rendering was fine-tuned to minimize any delay between backend processing and frontend display. The system was tested with different
internet speeds and hardware setups to ensure the LED feedback was always responsive, even under suboptimal conditions.

4.2.4. Format and Sampling Rate Calibration

The system was designed to handle a variety of audio formats and sampling rates. During testing, it became clear that different sampling rates could
affect the accuracy of the frequency extraction process.

Librosa’s resampling functionality was used to standardize the sampling rate of all audio files to 22,050 Hz before processing.

This ensured consistency in the frequency extraction process and improved the reliability of the comparison, especially when dealing with files of
different formats and quality.

4.3. Results from Testing and Calibration

After extensive testing and calibration, the system demonstrated high levels of accuracy and performance. The final calibration results indicated that:
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Accuracy: The system achieved a match detection accuracy of approximately 95%, particularly for clear, unaltered audio signals. The accuracy
decreased slightly in noisy environments, but preprocessing improvements helped mitigate the impact of background noise.

Response Time: The average response time for processing and displaying results was under 2 seconds, making the system suitable for real-time
applications.

Robustness: The system proved to be robust across different audio formats, sampling rates, and file sizes. It was able to handle moderately noisy

environments after calibration.

User Experience: The virtual LED provided immediate feedback, enhancing user interaction and making the system intuitive to use, even for non-
technical users.

5. Data Collection and Analysis

5.1. Data Collection

The project’s data collection focused on gathering two types of audio files:

Master Audio Files: These were reference files with known frequencies used for comparison. They included music, speech, and environmental sounds
to ensure diversity.

Test Audio Files: These files were varied in nature, collected from different conditions like controlled environments and noisy settings. They served as
the test cases for comparison with master files.

To ensure a comprehensive evaluation, audio files with added distortion and noise were also created. Metadata such as dominant frequency, file
format, and sampling rate was recorded for efficient testing.

5.2. Data Analysis
5.2.1 Frequency Matching Accuracy

The system’s ability to match the dominant frequency was assessed. For pure tones, accuracy exceeded 98%, while for speech, it averaged around 92%,
with some reduction due to speech variations and noise.

5.2.2 Noise and Distortion Impact

Noise significantly affected the system, initially reducing accuracy to 65%. After noise reduction techniques were applied, accuracy improved to 85%,
showing the importance of handling noisy environments.

5.2.3 Processing Time
The system performed efficiently, processing audio files in 12 seconds on average, maintaining speed even with larger files or higher sampling rates.
5.2.4 Error Analysis

Mismatches were mainly caused by complex signals or heavy distortion. These errors provided insights into improving the system’s ability to handle
complex audio types.

5.2.5 Comparative Analysis

A comparison with other frequency-based tools showed that the librosa-based system performed on par, with an edge in noisy conditions due to its
noise-handling features.

6. Conclusion

In conclusion, this project successfully implemented an audio comparison system using Python, the librosa library, and a Flask-based interface. The
primary goal of accurately comparing audio files based on their dominant frequencies was achieved, with the system showing strong performance
across different audio types, including music, speech, and environmental sounds.

Throughout the project, we encountered several challenges, particularly regarding noise handling and variations in audio quality. By applying noise
reduction techniques and calibrating tolerance thresholds, we significantly improved the system’s ability to detect matches even in noisy conditions.
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The introduction of a virtual LED to indicate when the master and test audio files match added a visual, user-friendly component, enhancing the

system's overall usability.

From testing, the system demonstrated high accuracy,particularly with clean audio signals, and performed efficiently with fast processing times. The
comparative analysis confirmed that the chosen approach, based on the librosa library, was effective and, in some cases, superior to traditional methods,

especially in handling noise and format variations.

This project showcases the potential for real-world applications, such as verifying audio authenticity, detecting audio similarities in large datasets, or
even integrating into multimedia systems for real-time audio analysis. While the system performed well, further improvements could be made,
particularly in optimizing its noise-handling capabilities and expanding it to work with more complex audio files like overlapping speech or multi

instrumental music.

Overall, this project provided valuable insights into audio processing and comparison techniques, demonstrating how Python libraries and frameworks
like librosa and Flask can be used to build practical and efficient solutions for real-time audio analysis tasks.
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