
International Journal of Research Publication and Reviews, Vol 5, no 10, pp 2433-2439 October 2024

International Journal of Research Publication and Reviews

Journal homepage: www.ijrpr.com ISSN 2582-7421

Crop Yield Prediction using Machine Learning

Saravanan. R¹, Arulselvan Gnanamonickam. A²

¹ M. Sc. Software Systems, KG College of arts and science, Coimbatore, Tamil Nadu, India
²Assistant professor, KG College of arts and science, Coimbatore, Tamil Nadu, India
DOI : https://doi.org/10.55248/gengpi.5.1024.2825

A B S T R A C T

Crop yield prediction plays a pivotal role in enhancing agricultural productivity, particularly in agrarian economies like India, where the livelihoods of a
significant portion of the population depend on farming. Given the diversity of climatic zones, soil types, and agricultural practices across the country, accurate
crop yield prediction is essential for optimizing resource allocation, managing food security, and supporting sustainable agricultural practices.This research
investigates the application of machine learning techniques, focusing on the Random Forest algorithm, to predict crop yields based on multiple influencing factors.
These factors include weather conditions (temperature, rainfall, humidity), soil properties, the use of fertilizers, crop type, irrigation practices, and other relevant
agricultural data. The Random Forest algorithm, known for its ability to handle large datasets and nonlinear relationships, is employed to build a predictive model
using historical agricultural data from various regions in India.
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1. Introduction

Agriculture is the backbone of India's economy, contributing significantly to the livelihoods of millions of farmers and the country's food security. With
the ever-increasing demand for food due to population growth and the challenges posed by climate change, improving agricultural productivity has
become a critical concern. Traditional farming methods, heavily reliant on manual experience and historical knowledge, are no longer sufficient to
address the complexities of modern agriculture. The adoption of advanced technologies is essential for enhancing crop production and ensuring
sustainable agricultural practices. Crop yield prediction, the process of forecasting the potential output of a crop before harvest, is vital for optimizing
resource utilization, planning agricultural activities, and managing risks. However, accurately predicting crop yields is challenging due to the wide
range of factors that influence crop growth, including weather conditions, soil properties, input usage (such as fertilizers and pesticides), and local
environmental conditions.In India, where agricultural diversity is vast, these variables become even more complex.This study focuses on applying the
Random Forest algorithm to predict crop yields in Indian agriculture. By leveraging historical data on climatic conditions, soil properties, and
agricultural inputs, this model provides farmers and policymakers with actionable insights to improve decision-making processes. The primary
objective of this research is to demonstrate how machine learning can enhance the accuracy of crop yield predictions and contribute to the overall
sustainability and efficiency of Indian agriculture.

2.Objectives of the project

The objective of the Crop Yield Prediction project is to develop an accurate predictive model using machine learning to forecast crop yields based on
historical agricultural data. This project aims to utilize the Random Forest algorithm for its robust performance in handling various factors such as area,
production, rainfall, fertilizer, and pesticide usage. The goal is to build a scalable model that can be applied across different states and regions of India,
covering a wide range of crops and seasonal variations. By offering precise yield predictions, the model will aid farmers, policymakers, and agricultural
planners in making informed decisions, optimizing resources, and improving agricultural productivity. Additionally, the project seeks to overcome the
limitations of existing models, which often focus on specific crops or regions, by offering broader coverage and enhanced accuracy.

3. Proposed system

The proposed Crop Yield Prediction System is designed to address the limitations of existing systems by offering a more comprehensive, scalable, and
accurate solution tailored to Indian agriculture. Leveraging the Random Forest algorithm, this system can analyze a wide range of variables such as soil
conditions, rainfall, fertilizer, pesticide usage, and seasonal data to predict crop yields for various crops across different states of India.The proposed
system integrates historical agricultural data, real-time weather updates, and other relevant factors to provide accurate, region-specific predictions. It
incorporates a user-friendly web interface, making it accessible to farmers and policymakers alike. The model can handle diverse crops, unlike previous
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systems limited to specific types, and applies robust preprocessing steps such as data cleaning, feature selection, and log transformation to improve the
prediction performance. The use of Random Forest ensures better accuracy by minimizing overfitting and handling non-linear relationships in the data.
Additionally, the system is designed to scale across multiple regions and crops, providing a broader, more inclusive solution for India's varied
agricultural landscape.

3.1 Advantages

• It can predict the yield for a wide variety of crops across different states in India, making it highly adaptable to diverse agricultural conditions.

• By incorporating real-time data, including weather updates, the system ensures more relevant and timely predictions.

• Using the Random Forest algorithm, the system provides more accurate predictions by effectively handling non-linear data and multiple
influencing factors like climate, area, and input usage.

4. Methodology

Fig. 1 - System Architecture

The methodology for this crop yield prediction study using Random Forest begins with data collection from reliable sources, including historical crop
yield data, weather data (temperature, precipitation, humidity), soil characteristics (pH, moisture, nutrients), and agricultural practices (fertilizer use,
irrigation). Preprocessing the data involves handling missing values through imputation techniques like mean or k-NN, normalizing numerical features,
and encoding categorical variables such as crop types. After preprocessing, the Random Forest model is trained on this dataset, leveraging its ensemble
nature to handle complex relationships between features. The model is evaluated using accuracy metrics like RMSE (Root Mean Square Error) and R²,
and further tuned through hyperparameter optimization to improve prediction accuracy. The model’s performance is tested and validated against unseen
data to ensure its robustness and reliability in predicting crop yields.

5. SYSTEM IMPLEMENTATION

The system comprises of the following modules:

• Data collection

• Data preprocess

• Model Selection

• Model Training

• Model Evaluation
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Data Collection:

A relevant dataset sourced from Kaggle includes key agricultural features crucial for predicting crop yield. The dataset comprises information
such as the Area (in hectares) of land used for cultivation, the Pesticide (in tons) and Fertilizer (in tons) applied, and the Annual Rainfall (in mm)
recorded for the year. Additionally, it includes the Crop Type (e.g., wheat, rice, sugarcane), the Season (e.g., Kharif, Rabi) in which the crop is planted,
and the State where the farm is located.

Data Preprocessing:

Data Preprocessing data preprocessing plays a crucial role in ensuring that the machine learning model can accurately predict crop yield based
on various agricultural features. The preprocessing begins with handling missing data and performing imputation if necessary. Numerical features, such
as Area, Pesticide Usage, Fertilizer Usage, and Annual Rainfall, are analyzed for skewness, and log transformations are applied to normalize their
distributions.

Model Selection:

Model Selection Random forest is a commonly-used machine learning algorithm, trademarked by Leo Breiman and Adele Cutler, that
combines the output of multiple decision trees to reach a single result. Its ease of use and flexibility have fueled its adoption, as it handles both
classification and regression problems. In this project, Random Forest can be highly effective because it can model complex relationships between
various agricultural factors (such as area, rainfall, fertilizer use, etc.) and crop yield. By leveraging its ability to handle both categorical and numerical
data, along with its robust performance against overfitting, Random Forest is a suitable algorithm for this type of task

Model Training:

Model Training Model training for the Crop Yield Prediction project involves using historical agricultural data to develop a predictive model
capable of estimating crop yields based on various factors such as soil characteristics, climate conditions, and agricultural practices. Initially, the dataset
is preprocessed to handle missing values and normalize features, ensuring quality inputs for the model. Several machine learning algorithms, including
Random Forest, XGBoost, and Linear Regression, are employed to determine the best-performing model for yield prediction. The training process
involves splitting the data into training and testing sets, with the model being trained on the training set while the performance is evaluated on the
testing set using metrics such as Mean Squared Error (MSE) and R-squared.

Model Evaluation:

Model evaluation in the Crop Yield Prediction project is a critical step that assesses the performance and reliability of the predictive model. After
training, the model is tested using a separate validation dataset to ensure that it generalizes well to unseen data. Key evaluation metrics, such as Mean
Absolute Error (MAE), Mean Squared Error (MSE), and R-squared (R²), are calculated to quantify the model's accuracy and predictive capabilities.
MAE and MSE provide insights into the average errors in yield predictions, while R² indicates the proportion of variance in crop yield explained by the
model. By analyzing these metrics, adjustments and optimizations can be made, ensuring the model is both accurate and effective in providing
actionable insights for agricultural decision-making. and MSE provide insights into the average errors in yield predictions, while R² indicates the
proportion of variance in crop yield explained by the model. By analyzing these metrics, adjustments and optimizations can be made, ensuring the
model is both accurate and effective in providing actionable insights for agricultural decision-making

6.Comparison of algorithm

In crop yield prediction, several machine learning algorithms have been utilized, including Decision Trees, XGBoost, Linear Regression, and Random
Forest. Decision Trees, while easy to interpret and capable of handling both categorical and numerical data, tend to overfit and perform poorly on
complex, large datasets due to their sensitivity to data variations. XGBoost, an advanced gradient boosting technique, offers better performance and
generalization, especially with non-linear data, and is highly efficient due to its parallel processing capability. However, XGBoost is computationally
intensive and requires extensive hyperparameter tuning, which can be time-consuming and complex for large-scale agricultural datasets. Linear
Regression, although simple and interpretable, struggles with non-linear relationships between environmental factors and crop yields, leading to lower
accuracy in predictions. In contrast, Random Forest, an ensemble method of decision trees, provides superior performance by reducing overfitting and
improving generalization. It can capture complex interactions between multiple variables such as weather, soil, and crop type, making it more robust
and accurate for crop yield prediction. Additionally, Random Forest is highly scalable, can handle large datasets efficiently, and offers feature
importance insights, making it the best choice for this application.
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Figure.2 - Comparison of models

7.Execution

The Crop Yield Prediction Using Machine Learning system is designed to provide accurate yield forecasts based on various agricultural inputs entered
through a user-friendly graphical interface (GUI). Users input critical parameters such as the cultivated area in hectares, production in tons, annual
rainfall in millimeters, fertilizer and pesticide usage in kilograms,weather,State and the specific crop type. These inputs are processed by machine
learning models, which analyze the data to predict the expected crop yield. The system leverages algorithms such as Random Forest, Naïve Bayes,
Logistic Regression, and Support Vector Machines to ensure robust predictions. This tool can greatly assist farmers in making informed decisions
regarding resource allocation, crop selection, and maximizing productivity based on current and historical agricultural data.

Figure.3-Inputpage
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Figure.4-Inputpage2

Figure.5-Dataset

8.Result

Figure.6 Output page
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Figure.7Accuracy of train and test data

9. Conclusion

The Crop Yield Prediction project successfully demonstrates the potential of data-driven methods to address agricultural challenges. By
leveraging machine learning models, such as Random Forest, combined with preprocessing techniques like log transformation and standard scaling, this
project provides a robust solution for predicting crop yield based on key features like area, production, annual rainfall, fertilizer, and pesticide usage.
The user-friendly interface allows for easy input of data and provides timely yield predictions, which can assist farmers and agricultural planners in
making informed decisions. Despite the absence of a current database integration, the project remains scalable, and future iterations can seamlessly
incorporate a database for enhanced data storage and retrieval. Additionally, the project is designed to be adaptable to different regions and crops,
enabling broad application in diverse agricultural environments.
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