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ABSTRACT: 

 E-mail is one of the quickest and most professional ways to send messages from one location to another around the world; however, increased use of e-mail has 

increased to received messages in the mailbox, where the recipient receives a large number of messages, some of which cause significant and varied problems, such 

as the theft of the recipient's identity, the loss of vital information, and network damage. These communications are so harmful that the user has no way of avoiding 

them, especially when they come in a variety of forms, such as adverts and other types of messages. Spam is the term for these emails Filtering is used to delete 

these spam communications and prevent them from being viewed. This research intends to improve e-mail spam filtering by proposing a single objective evaluation 

algorithm issue that uses Deep Learning, based classifiers to build the optimal model for accurately categorizing e-mail messages. Text cleaning and feature selection 

are used as the initial stage in the modeling process to minimize the dimension of sparse text features obtained from spam and ham communications. The feature 

selection is used to choose the best features, and the third stage is to identify spam using a, Support Vector Machine and Long-Short Term Memory classifier. 
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1. Introduction:  

Spam is an unwanted and unsolicited electronic communication delivered by a sender who has no established relationship with the recipient. Electronic 

spam is divided into numerous categories: e-mail, SMS, social media, and online commerce platforms. Spam takes users’ time because they have to 

identify and delete unwanted communications; it also gobbles up inbox capacity and buries valuable personal e-mails. On the other hand, SMS spam is 

often sent through a mobile network. Due to a large number of spammers and the possible detrimental consequences of social network spam on the 

convenience and comprehension of all users, social network spam has recently gained greater attention from both researchers and practitioners. As a 

result, spam filtering is given a lot of thought in the above communication routes. Spam communications can be manually or automatically screened. 

Manual spam filtering, which involves recognizing spam messages and eliminating them, is time-consuming. Furthermore, spam communications may 

contain a security risk, such as links to phishing websites or malware-hosting servers. As a result, researchers and practitioners have worked for decades 

to improve automatic spam filtering systems. Machine learning algorithms are known for being very good at detecting spam emails. The basic idea behind 

machine learning algorithms is to create a word list and then give a weight to each word. Spammers, on the other hand, frequently incorporate common 

valid statements in spam messages to reduce the likelihood of being identified. Neural networks (NNs), support vector machines (SVMs), Naive Bayes 

(NB), and Random Forest (RF) are some of the known machine learning techniques used in spam filtering. Ensemble learning approaches such as bagging 

and Random Forest outperform traditional single classifiers, according to various research works. In comparison to single algorithms, ensemble 

approaches integrate the predictions of numerous underlying machine learning algorithms to enhance accuracy and precision. In previous studies, 

traditional classifiers like decision trees were used to effectively filter spam messages using ensemble approaches. Surprisingly little research has been 

done on Neural Networks (NNs) in ensemble learning. Recent data suggest that NNs using regularization approaches may detect spam in e-mail and SMS 

messages with excellent accuracy. This is due to improved optimization convergence and over fitting resistance. They also combined regularized Neural 

Networks with ensemble learning approaches for automatic spam filtering to make use of these properties. Rectified linear units (ReLu) and dropout 

regularization are utilized in deep feed forward NNs (DFFNNs) to improve the performance of the proposed technique by addressing the optimization 

convergence to a bad local minimum problem that is typical in classic shallow NN models. In general, spam filtering is a binary classification issue, in 

which each message must be classified as spam or ham. In addition to high accuracy, spam filtering algorithms should have a low false-positive rate 

(when a genuine communication is mistakenly classified as spam) to avoid instances where legitimate messages are not delivered to the intended recipient. 

Furthermore, a standard classification performance metric based on accuracy ignores the various costs associated with type I and type II mistakes. To 

determine the outcome of Type I and Type II mistakes, the null hypothesis is used. Type I errors reject the null hypothesis even if it is true, whereas type 

II errors do not reject the null hypothesis even if the alternative hypothesis is right. These are both called as False Negatives. Because the minority class 

(typically the class of spam messages) has less influence on accuracy compared to the majority class of valid communications, using accuracy for 

sometimes 3 extremely unbalanced spam datasets might lead to incorrect results. Therefore, multiple performance measures must be considered when 
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evaluating the spam filtering algorithms. As previously said, the primary principle behind content-based machine learning models is to create a word 

(list) and give weight to each word or phrase (bag-of-words) or word category (part-of-speech tagging) in the list. Such characteristics, on the other hand, 

are sparse, making it challenging to capture semantic representations of communications. This method used word embedding derived from the CBOW 

(continuous bag-of-words) model to map words to vectors depending on context. As a result, global semantic information may be gathered, and the 

problem of sparse data can be addressed to some extent. This method was said to be more successful than traditional tagging using a bag of words or a 

chunk of speech [14]. This study was based on these recent results and used word embedding to extract the semantic representation of e-mails, SMS, 

social network communications, and online reviews. This research aims to explore machine learning models based on traditional algorithms and 

ensembles using a high-dimensional feature representation for spam filtering using two major open-source Spam Datasets which are Enron and Spam 

Assassin. 

2. E-mail Spam Filtering  

E-mail Spam Filtering Spammers (those who send spam messages) collect e-mail addresses from a variety of places, including websites and chatrooms, 

and send unwanted messages in mass. This hurts the receiver, resulting in a waste of time and money. E-mail spam, in particular, has a severe impact on 

the memory of the email server, CPU performance, and user time. Furthermore, spammers' deceptive techniques may cause victims to suffer significant 

financial losses. Even though global spam volume (as a percentage of total e-mail traffic) has decreased to roughly 55% over the last decade [20], the 

number of e-mail messages carrying hazardous attachments (viruses, ransomware, and other malware) has continually climbed [20]. China is the country 

with the greatest e-mail spam, accounting for roughly 20% of all e-mail spam. Spam senders are compelled to send spam that avoids spam filters to 

maximize income. As a result, spam filtering is a difficult operation since spammers employ various strategies to reduce spam detection rate. To get 

through spam filters, you can use a variety of techniques, such as utilizing irrelevant, odd, or misspelled phrases. 

3. Literature Survey  

Authors [1] survey is unique in the sense that it relates works to their openly available tools and resources. The analysis of the presented works revealed 

that not much work had been performed on phishing email detection using NLP techniques. Therefore, many open issues are associated with this phishing 

email detection. An evolving research area is illustrated by the phishing email detection The outcomes shown that further work is required to employ 

modernized DL techniques in phishing email detection studies, for instance, Recurrent Neural Networks (RNNs), Convolutional neural networks (CNN), 

and Deep Reinforcement Learning models. The tools and resources are not sufficient in this research area. Hence, the researchers are in dire need to 

perform more research efforts to assess DL techniques in the phishing email detection domain. 

The Authors [2]  proposed a machine learning model which will detect spam mail and nonspam emails, and also this system will optimize the data by 

removing the unwanted mails which contain the advertisement mails and also some useless emails and also some fraud mails. This proposed system will 

detect the spam mails and ham emails with the dataset consisting of spam mails and after identifying spam mails this system will remove that spam emails 

and this proposed system will calculate the amount of storage before and after the removal of spam mails. 

The Authors [3] proposed a model to solve the issue of classifying messages as spam or ham by experimenting and analyzing the relative strengths of 

several machine learning algorithms such as K-Nearest Neighbors (KNN), Decision Tree Classifier, Random Forest Classifier, Logistic Regression, SGD 

Classifier, Multinomial Naive Bayes(NB), Support Vector Machine(SVM) to have a logical comparison of the performance measures of the methods we 

utilized in this research. The algorithm we proposed achieved an average accuracy of 98.49% with SVM model on ‘SMS Spam Collection’ dataset. 

The aim of this work [10] is to reduce the amount of spam using a classifier to detect it. The most accurate spam classification can be achieved using 

machine learning methods. A natural language processing approach was chosen to analyze the text of an email in order to detect spam. For comparison, 

the following machine learning algorithms were selected: Naive Bayes, K-Nearest Neighbors, SVM, Logistic regression, Decision tree, Random forest. 

Training took place on a ready-made dataset. Logistic regression and NB give the highest level of accuracy – up to 99%. The results can be used to create 

a more intelligent spam detection classifier by combining algorithms or filtering methods. 

4. Proposed Methods  

In Proposed Model has been carried out in following different. After cleaning the text data, features are created using feature engineering techniques. 

intext mining, common feature selection methods involve bag of words or bow and term frequency-inverse document frequency. A feature selection, also 

known as a variable selection, is a method of selecting a subset of features from data. This method is often used in machine learning to address issues 

with high dimensionality. To simplify and summarize data representation, it selects a subset of significant characteristics and rejects redundant, irrelevant, 

and all noisy features. Filter models, Wrappers models, and embedding techniques are examples of feature selection approaches. For feature selection, 

we employed evolutionary algorithms and greedy search approaches. Enron dataset has 21 features for each employee in the datasets and Spam Assassin 

does not have as many features as Enron dataset. While we are comparing both the datasets, we have applied feature selection. Feature selection improves 

the machine learning process and increases the predictive power of machine learning algorithms by selecting the most relevant features and eliminating 

redundant and irrelevant features. Also it reduces over fitting, eliminates noise and improves accuracy. Classification Techniques Features from the above 

approaches are used to train classifiers i.e., Naive Bayes, Bayesian Network, Support Vector Machine (SVM), Genetic classifier, Random Forest, 

XGBoost, and Long Short-Term Memory (LSTM). Proposed work model shown in figure 4.1 
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Figure 4.1 Proposed Model for Spam Detection 

Support Vector Machine (SVM) 

A supervised learning algorithm that offers an alternative view of logistic regression, the simplest classification algorithm, is the support vector machines 

or SVMs. Support vector machines try to find a model that precisely divides the classes with the same amount of margin on either side, where the support 

vectors are called samples on the margin. Support Vector Machine (SVM) also known as Support Vector Network in machine learning is a supervised 

learning technique used for classification and regression. 

Long Short-Term Memory (LSTM) 

 Long Short-Term Memory, or LSTM, is a kind of recurrent neural network (RNN) that has been recognized for its ability to process short-term time 

series data. Furthermore, when compared to other deep neural networks (DNN), LSTM has demonstrated greater temporal series learning capacity. Long 

Short-Term Memory is a system that uses a cell state and a carry state to maintain information in the form of a gradient that is guaranteed not to be lost 

when the input sequence is stored deeper in the architecture. The current state, the carry state, and the cell state are all taken into account at each time 

step in the LSTM. 

Dataset  

Spam Assassin Dataset The Spam Assassin dataset was obtained from the public corpus website of Spam Assassin. It is made up of two data sets: training 

and testing. Each dataset comprises a series of emails in plain text format that has been classified as ham or spam at random. The total number of emails 

in the sample is 3435. The data is ham 78% of the time, and spam 22% of the time. There are 2680 spam emails and 755 ham emails in the database. The 

emails are in plain text format in the data. As a result, we need them to turn plain text into characteristics that might represent emails. We may then 

perform a machine learning algorithm on the emails using these attributes. First, a variety of pre-processing processes are 36 carried out such lower-

casing all the character, removal the numbers, removal of special characters, punctuations etc., stemming, and lemmatizing. 

5. Result Analysis  

The Performance of SVM machine learning models and LSTM for Spam Assassin dataset with feature selection are shown in table.  

Model Accuracy Precision  

SVM 0.96 0.97 

LSTM 0.97 0.98 
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Figure 5.1 Comparison graph 

6. Conclusion: 

The integration of Support Vector Machines (SVM) and Long Short-Term Memory (LSTM) in email spam detection represents a significant advancement 

in enhancing the accuracy and efficiency of filtering unwanted messages. The combination of SVM's ability to create robust decision boundaries and 

LSTM's proficiency in capturing sequential patterns proves to be a formidable solution in mitigating the evolving sophistication of spam tactics. This 

hybrid approach capitalizes on the strengths of both algorithms, fostering a synergistic effect that outperforms traditional methods. The application of 

SVM ensures a reliable initial filtering process by efficiently categorizing emails based on their distinctive features, while LSTM contributes by 

recognizing subtle temporal dependencies within the email content. As a result, the amalgamation of these techniques not only elevates detection rates 

but also minimizes false positives, ultimately enhancing the overall user experience and security in the realm of electronic communication. This innovative 

approach stands as a promising stride towards a more resilient and adaptive defense against the persistent challenge of email spam. 
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