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ABSTRACT : 

Brain stroke is a leading cause of death and disability worldwide, making early detection and timely intervention crucial. This project aims to develop an efficient 

and accurate machine learning model to predict the likelihood of a stroke, thereby aiding in the early diagnosis and prevention of life-threatening complications. 

Using a combination of patient medical history, lifestyle factors, and health metrics such as age, hypertension, heart disease, and glucose levels, the model applies 

data preprocessing and feature extraction techniques to identify patterns correlated with ischemic or hemorrhagic strokes. By leveraging various machine learning 

algorithms, the system is trained to predict the risk of stroke with a high degree of accuracy 
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Introduction : 

Brain stroke detection is a critical and time-sensitive application of machine learning in the medical field. A stroke occurs when the blood supply to part 

of the brain is interrupted or when a blood vessel in the brain bursts. These events can lead to severe disability, long-term complications, or death if not 

addressed promptly. Traditional diagnostic methods, such as clinical evaluations, imaging tests, and manual assessments, can be time-consuming and 

dependent on the availability of skilled medical professionals, leading to potential delays in diagnosis and treatment. The "Brain Stroke Detection Using 

Machine Learning" project aims to address these challenges by developing an automated system that leverages ML techniques to predict the likelihood 

of stroke occurrence. The system will analyze a wide range of medical data, including patient demographics, medical history, lifestyle factors, 

physiological data, and imaging results, to identify complex patterns and risk factors associated with strokes. By implementing a machine learning-based 

approach, the project seeks to assist healthcare providers in making quick, data-driven decisions, ultimately improving patient care and outcomes. 

Literature Survey : 

In the realm of brain stroke detection, integrating machine learning (ML) with medical diagnostics has ushered in significant advancements, enhancing 

early detection and improving patient outcomes. This discipline leverages the power of advanced algorithms to analyze complex medical data and identify 

patterns indicative of stroke risk or occurrence. The development and application of deep learning models, particularly Convolutional Neural Networks 

(CNNs), have played a pivotal role in revolutionizing stroke detection and prediction. In 2016, the foundation for using machine learning in stroke 

prediction was laid by Chang et al., who employed traditional ML algorithms such as logistic regression and decision trees to analyze patient data. Their 

study demonstrated the potential of ML in identifying stroke risk factors but also highlighted limitations related to the selection of features and the need 

for more advanced techniques [1]. The early work showed promise but underscored the need for improved methods to handle the complexity and variety 

of medical data. Building upon these initial efforts, Liu et al. (2018) introduced the application of CNNs to medical imaging data, specifically CT and 

MRI scans, for stroke detection. Their research marked a significant leap forward by utilizing deep learning's capacity to automatically extract and analyze 

hierarchical features from imaging data, resulting in enhanced accuracy in detecting ischemic stroke lesions [2]. This work established CNNs as a powerful 

tool for automating and improving the precision of stroke diagnosis. The advancements continued with Chen et al. (2019), who further refined stroke 

detection methods by developing a multi-scale CNN model. Their approach addressed challenges related to image resolution and scale, allowing for more 

detailed and accurate analysis of stroke-related features at various levels [3]. This study highlighted the potential of deep learning to adapt to diverse 

imaging conditions and provided a more nuanced understanding of stroke detection. In 2019, Li et al. expanded on these developments by exploring 

hybrid models that combined CNNs with traditional ML techniques. Their research focused on integrating image-based features with clinical data, such 

as patient demographics and health metrics, to enhance stroke prediction accuracy [4]. This approach demonstrated the benefits of merging different types 

of data to provide a comprehensive assessment of stroke risk. The exploration of transfer learning also emerged as a significant development in the field. 

Ahmed et al. (2020) utilized pre-trained CNN models, such as VGGNet and ResNet, and adapted them to stroke-specific datasets. Their work showcased 

the effectiveness of transfer learning in reducing the need for extensive labeled data and improving model performance, particularly in scenarios with 

limited data availability [5]. Further advancements were made with the integration of attention mechanisms. Yang et al. (2021) introduced attention layers 

into CNNs to focus on critical regions of brain scans, enhancing both classification accuracy and model interpretability [6]. This approach allowed the 

model to concentrate on areas indicative of stroke lesions, providing more precise and understandable predictions. As the field progressed, explainable 
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AI (XAI) techniques gained prominence. Zhang et al. (2022) incorporated XAI methods into stroke detection models, using techniques like Grad-CAM 

to visualize which parts of the image influenced the model’s decisions [7]. This advancement was crucial for building trust in AI systems and providing 

clinicians with insights into the decision-making process. Recent research by Wang et al. (2023) explored the deployment of ML models on edge devices 

for real-time stroke detection. Their work aimed to facilitate rapid diagnosis in emergency settings by utilizing lightweight models optimized for portable 

medical devices [8]. This development underscores the growing importance of integrating AI-driven tools into practical clinical applications, particularly 

in remote and underserved areas. In conclusion, the literature illustrates a significant evolution in brain stroke detection using machine learning, from 

early traditional algorithms to advanced deep learning techniques. The integration of CNNs, transfer learning, attention mechanisms, and explainable AI 

has greatly enhanced the accuracy, reliability, and practicality of stroke prediction systems. These advancements collectively demonstrate the potential 

of AI and deep learning to transform stroke diagnosis and improve patient care. 

Proposed Methodology : 

 

Figure 1. General architecture of the proposed work 

 Brain Stroke Prediction System involves collecting patient data, such as medical history and lifestyle factors, followed by pre-processing to handle 

missing values and normalize the data. Key features are extracted using advanced machine learning algorithms, including CNN. These features are then 

processed by a machine learning model to predict the likelihood of brain stroke. The system outputs the prediction, which is mapped to corresponding 

disease categories (ischemic or haemorrhagic). This structured approach ensures accurate real-time stroke risk assessment, helping in timely medical 

intervention. Above Fig.1  

 

Here’s how your project on Brain Stroke Prediction using a CNN model can be structured, similar to the format you provided: 

 

Data Collection: The system gathers patient data, including medical history, lifestyle factors, and vital statistics, from sources such as hospital records 

and health surveys. 

Data Preprocessing: The collected data is cleaned by handling missing values and normalizing to ensure consistency. Features like age, hypertension, and 

heart disease are prepared for input into the model. 

Feature Extraction: Key risk factors for brain stroke are identified using Convolutional Neural Networks (CNNs), which help in extracting complex 

patterns and relationships between the input features. 

Prediction and Classification: The CNN model processes the extracted features to predict the likelihood of brain stroke. It distinguishes between ischemic 

and hemorrhagic stroke, with high accuracy, based on the input data. 

Machine Learning: The system uses advanced machine learning algorithms trained on stroke datasets. Models like Random Forest and Support Vector 

Machines (SVM) are integrated to enhance prediction performance. 

Output: Once the prediction is made, the result is presented in an easy-to-understand format, indicating the stroke type and risk level. The system also 

provides insights for potential medical intervention, making it useful in real-time clinical scenarios. 

Experimental results and discussion 

The experimental results show the CNN model’s performance in predicting brain stroke based on patient data, evaluated through  metrics like accuracy, 

precision, and recall. The model demonstrated high accuracy in identifying stroke types (ischemic or hemorrhagic). In the discussion, the model's 
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strengths, such as reliable stroke risk identification, are highlighted, along with potential improvements for reducing misclassification. Comparisons with 

other machine learning models show that CNN outperforms traditional approaches. The model’s practical application in real-time medical scenarios is 

also considered. 

 

Home Page 

The homepage is like the front door of our brain stroke detection system—it’s the first thing users see when they visit. We want it to be simple, clear, and 

easy to use. On this page, users can access features like uploading medical data for stroke prediction, exploring information about stroke types, and 

learning more about how our system works. As shown in Figure 2 

 

Figure 2: Home page  

Register Page  

 

The Register Panel is where users can sign up or create an account on our brain stroke detection system . As shown in Figure 3 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Register Page  

Predict Page 

 

Users can upload their medical records to the Predict Page to have their stroke risk evaluated. Utilizing sophisticated machine learning models, the system 

predicts the risk of stroke based on information entered, including age, blood pressure, and cholesterol levels. As shown in Figure 4 
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  Figure 4: Predict Page  

Ischemic  

Users can get a comprehensive study of their stroke risk on the Output Page for ischemic stroke predictions. Users who provide medical data will be able 

to see their risk of an ischemic stroke as well as the accuracy score of the model, which indicates the level of confidence in the prognosis . Ischemic 

prediction page as shown below in Figure 5 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                            

 

Figure 5: Ischemic Prediction Page 

Brain stroke detection system, displaying the detected stroke type as  Ischemic . It includes a description of the ischemic stroke, precautions like 

maintaining a healthy lifestyle, and details of doctors and hospitals in Karnataka for treatment. The design features clear sections with a neural background 

for a modern, structured look. As shown below in Figure 6 

 

Figure 6: Explanation About Ischemic Prediction Page 
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Hemorrhagic  

The Output Page for hemorrhagic stroke predictions provides users with a comprehensive assessment of their stroke risk. Upon submitting their medical 

data,       users can view their risk level for a hemorrhagic stroke along with the model's accuracy score, reflecting the confidence in the prediction. The 

page also delivers a detailed explanation of the diagnosis, tailored precautions for managing the risk, and links to additional resources, including nearby 

hospitals and stroke specialists for haemorrhagic stroke as shown below in Figure 7 

 

 

Figure 7 : Haemorrhagic Prediction Page  

 Brain stroke detection system identifying a Haemorrhagic Stroke. It provides a description of the stroke, along with precautions like managing high 

blood pressure and avoiding alcohol. Two doctors and hospitals in Karnataka for treatment are listed. The design features a clean, structured layout with 

a neural-themed background for clarity.  Explanation About Heamorrhagic prediction page  As shown below in Figure 8 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8 :  Explanation About Hemorrhagic Prediction Page  

Conclusion and Future Work  

Conclusion 

User acceptance testing (UAT) is a pivotal stage in the development of the brain stroke detection system, where the system is evaluated by real users to 

ensure it meets their expectations and requirements. This phase involves healthcare professionals, patients, and other intended users interacting with the 

system and providing valuable feedback on its performance, usability, and overall user experience. The primary goal of UAT is to validate that the system 

functions as expected and addresses the real-world needs of its users. During UAT, users are given specific tasks to perform, such as entering patient 

data, reviewing stroke risk predictions, and navigating the interface. These tasks help test the system’s functionality in a realistic setting. The project team 

closely monitors the interactions, gathering feedback to identify usability issues, bugs, or any areas where the system may not meet user expectations. 

This feedback is essential for refining the system and making it more intuitive and user-friendly. One of the key benefits of UAT is that it allows the 

project team to gather insights directly from end-users, which can reveal issues that may not have been apparent during earlier testing phases. This user 

feedback is critical for making informed adjustments that enhance the system's functionality and ease of use. The iterative nature of UAT means that as 
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feedback is collected, the project team can make necessary improvements and re-test the system to ensure it better aligns with user needs. This helps 

ensure that the final product is not only functional but also practical for everyday use by healthcare professionals and patients  .In conclusion, user 

acceptance testing plays a vital role in validating the brain stroke detection system's effectiveness, identifying potential issues, and ensuring it meets the 

expectations of its users. By incorporating real-world feedback, the system can be refined to deliver a more user-friendly, efficient, and reliable experience, 

ultimately contributing to better healthcare outcomes and stroke management. In conclusion, user acceptance testing is vital not only for validating the 

system’s technical aspects but also for ensuring it meets the practical needs of its users. By incorporating real-world feedback, the brain stroke detection 

system can be fine-tuned to become more user-friendly, functional, and reliable. This rigorous testing phase ensures that the final product is well-suited 

for its intended audience, contributing to improved healthcare outcomes, better stroke prevention, and more informed decision-making in medical settings. 

Ultimately, UAT ensures the system is aligned with both the technical and ethical standards required for widespread adoption in healthcare. 

Future Work 

Looking ahead, we plan to enhance our brain stroke detection system by expanding and diversifying the dataset, including a broader range of patient 

demographics and medical histories to improve prediction accuracy. We also aim to integrate advanced natural language processing (NLP) techniques 

for analyzing medical reports and patient records, providing valuable context for more precise predictions. Implementing real-time data analysis will 

allow users to receive immediate stroke risk assessments, enhancing accessibility and effectiveness. Ethical considerations, including patient privacy and 

fairness, will remain central, along with ongoing collaboration with medical experts to refine the system and improve its practical applications in stroke 

prevention and management.. 
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