Chow Test: Detecting Structural Changes in Regression Models
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ABSTRACT

The Chow test, developed by economist Gregory Chow, is a test of statistical significance used to determine whether the coefficients included in two different regression models based on different data sets are comparable. The Chow test is commonly used in econometrics with time series data to determine if there is a structural break in the data. If a structural break is found in the test data, it indicates that the coefficients between the regression lines are not equal. In this study, we can fit one or more regression models and observe that the problem of how to test and confirm if there is a change arises.
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The basic idea of the regression model is that the data pattern is dependent and independent. The variables remained the same throughout the data collection period. Based on this assumption, fit a single linear regression model to the data set. Parameters remain the same across time periods and are used for the regression model's estimation, evaluation, and forecasting. When a change in the data pattern is assumed, it may not be appropriate to fit a single linear regression model and more than one regression model may need to be fitted. Before such a result can be adjusted to fit one or more regression models, the problem arises of how to test and determine if there is a change in the structure or pattern of the data. Such a change is characterized by a change in model parameters and is called a structural change.

Now we will study some examples to explore the problem of structural change in the data. Suppose that consumption pattern data is available for many years, and suppose that there is a war between the years for which consumption data is available. Obviously, before and after the consumption process, the war cannot continue because the country's economy is in disarray.

So if the model

\[ y_i = \beta_0 + \beta_1 x_{i1} + \beta_2 x_{i2} + \ldots + \beta_k x_{ik} + \epsilon_i, \quad i = 1, 2, \ldots, n \]

If adjusted, the regression coefficients change between before and after the war period. Such a change is called a structure change or data structure break. In this case, a better option is to fit two independent linear regression models: one for prewar data and one for postwar data. In a further example, suppose the study variable is an individual's income and the explanatory variable is the number of years of schooling. He understands that the objective is to find out if there is a slight discrimination between men's and women's salaries. To find out, you can fit two different regression models: one for male employees and one for female employees. By calculating and comparing the regression constants of the two models, we can verify the reality of gender discrimination in the salaries of male and female employees. The goal here and now is to test for structural change in the data and constant change of the regression coefficients in any way. In other words, we need to test the hypothesis that some or all of the regression coefficients change on different subsets of data.

For now, we study the situation where there is a structural change in the data. In this situation, all the data can be split into two separate data sets. Suppose a data set consisting of 'n' observations is split into two sets, one data set containing \( n_1 \) observations, and the other data set containing \( n_2 \) observations, i.e. \( n_1 + n_2 = n \).

Consider the model

\[ y = ax + x^T \beta + \epsilon \]

where \( y \) is a vector of \((nx 1)\) with unity of all elements, \( a \) is a scalar representing the intersection term, \( X \) is a \((nxk)\) matrix of observations on \( k \) explanatory variables, \( \beta \) is a \((kx 1)\) vector of coefficients of regression \( y \), \( \epsilon \) is a \((nx 1)\) vector of disturbances.

Now divide \( X \) and \( \epsilon \) into two subgroups based on \( n_1 \) and \( n_2 \) observations as follows

\[ y = \begin{bmatrix} y_1 \\ y_2 \end{bmatrix}, \quad x = \begin{bmatrix} x_1 \\ x_2 \end{bmatrix}, \quad \text{and} \quad \epsilon = \begin{bmatrix} \epsilon_1 \\ \epsilon_2 \end{bmatrix} \]

Here \( y_1, y_2, x_1, x_2 \) of orders \((n_1 x 1)\), \((n_2 x 1)\), \((n_1 x k)\), \((n_2 x k)\).
and the orders of the disturbances $\varepsilon_1$ and $\varepsilon_2$ are $(n_1 \times 1)$ and $(n_2 \times 1)$, respectively.

Based on these divisions, the two samples correspond to two subgroups

$$y_1 = ax_1 + bx_2 + \varepsilon_1$$
$$y_2 = ax_2 + bx_2 + \varepsilon_2$$

In matrix notation, we can write

Model (1):

$$\begin{bmatrix}
y_1 \\
y_2
\end{bmatrix} =
\begin{bmatrix}
x_1 & x_2
\end{bmatrix}
\begin{bmatrix}
a \\
b
\end{bmatrix} +
\begin{bmatrix}
\varepsilon_1 \\
\varepsilon_2
\end{bmatrix}$$

And name it Model (1).

In this situation, the intercept terms and the regression coefficients are the same for both sub models. Therefore, there is no structural change in this state.

Intercepts and/or regression coefficients between subsamples can illustrate the problem of structural change.

If a structural change occurs due to a change in the interference terms, the situation is characterized by the following model:

$$y_1 = ax_1 + bx_2 + \varepsilon_1$$
$$y_2 = ax_2 + bx_2 + \varepsilon_2$$

In matrix notation, we can write

Model (2):

$$\begin{bmatrix}
y_1 \\
y_2
\end{bmatrix} =
\begin{bmatrix}
x_1 & 0 & x_1 & x_2
\end{bmatrix}
\begin{bmatrix}
a_1 \\
a_2 \\
b
\end{bmatrix} +
\begin{bmatrix}
\varepsilon_1 \\
\varepsilon_2
\end{bmatrix}$$

If there is a structural change corresponding to different intercept terms and different regression coefficients, then the model:

$$y_1 = ax_1 + bx_2 + \varepsilon_1$$
$$y_2 = ax_2 + bx_2 + \varepsilon_2$$

In matrix notation, we can write

Model (3):

$$\begin{bmatrix}
y_1 \\
y_2
\end{bmatrix} =
\begin{bmatrix}
x_1 & 0 & x_1 & x_2
\end{bmatrix}
\begin{bmatrix}
a_1 \\
a_2 \\
b_1 \\
b_2
\end{bmatrix} +
\begin{bmatrix}
\varepsilon_1 \\
\varepsilon_2
\end{bmatrix}$$

The hypothesis test for the structural change test is performed by testing the null value. Hypothesis depending on the situation.

1. $H_0: \alpha_1 = \alpha_2$
2. $H_0: \beta_1 = \beta_2$
3. $H_0: \alpha_1 = \alpha_2, \beta_1 = \beta_2$

To generate the test statistic, apply the ordinary least squares estimate to models (1), (2), and (3) and obtain the residual sum of squares, $RSS_1$, $RSS_2$, and $RSS_3$, respectively.

The degrees of freedom identified with respect to RSS models (1), (2), and (3) are $n-(k+1)$, $n-(k+2)$ and $n-2(k+1)$, respectively.

The null hypothesis $H_0: \alpha_1 = \alpha_2$, that is, different intercept terms, is tested statistically

$$F = \frac{(RSS_1 - RSS_2)/1}{RSS_2/(n-k-1)}$$

It follows that $F(1, n-k-2)$ under $H_0$. This statistic tests model (2) using model (1) $\alpha_1 = \alpha_2$, that is, Model (1) contrasts with model (2).

Null hypothesis $H_0: \beta_1 = \beta_2$, that is, it is tested using different regression coefficients

$$F = \frac{(RSS_2 - RSS_3)/k}{RSS_3/(n-2k-1)}$$

It follows that $F(k, n-2k-2)$ under $H_0$. This statistic tests model (3) using model (2) $\beta_1 = \beta_2$, which means that model (2) differs from model (3).

A test of the null hypothesis $H_0: \alpha_1 = \alpha_2, \beta_1 = \beta_2$, that is, different intercepts and different slope parameters

This can be tested together using test statistics
\[ F = \frac{(RSS_1 - RSS_2)/(k + 1)}{RSS_3/(n - 2k - 2)} \]

It follows that \( F((k + 1), n - 2k - 2) \) under \( H_0 \). This statistic tests model (3) using model (1) \( \alpha_1 = \alpha_2 \) and \( \beta_1 = \beta_2 \) is composite, which means that model (1) is compared to model (3).

This test is called the Chow test. This is necessary for the stability of the regression coefficients in the two models. Analysis of the variance test setup is based on the development of this test.
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