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ABSTRACT

With several learning resources available online, a recommendation system can recommend appropriate resources based on the student’s need. Automatic multimedia learning resources recommendation has become an increasingly relevant problem: it allows students to discover new learning resources that match their needs, and enables the e-learning system to target the learning resources to the right students. Automatic multimedia learning resources recommendation has become an increasingly relevant problem, it allows students to discover new learning resources that match their tastes, and enables the e-learning system to target the learning resources to the right students. The task of recommendation algorithms in e-learning systems is to give student a personalized and suitable learning service. With the increase in e-learning applications and its allied benefits, optimizing e-learning resources based on the requirements of the users has become a challenging task due to the large number of resources. Different individuals prefer different learning resources especially based on their age, country, neighborhood and requirements. There is no specific way to tailor make the recommendation system which can help users get to the best resources within the least amount of time. However, collaborative learning has come up as an effective technique in machine learning based approaches for the design of recommendation systems.
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1. Introduction

E-learning has come to the forefront today due to the access to online experts, large number of resources and convenience of the targeted audience. Today, online learning resources are gaining huge popularity such as:

- Coursera
- Udemy
- NPTEL
- MIT.OCW etc
- Byjus etc.

With several learning resources available online, a recommendation system can recommend appropriate resources based on the student’s need. Automatic multimedia learning resources recommendation has become an increasingly relevant problem: it allows students to discover new learning resources that match their needs, and enables the e-learning system to target the learning resources to the right students. Automatic multimedia learning resources recommendation has become an increasingly relevant problem, it allows students to discover new learning resources that match their tastes, and enables the e-learning system to target the learning resources to the right students. The task of recommendation algorithms in e-learning systems is to give student a personalized and suitable learning service [1]. The learning resources are more and more diversified recent years, and it could be audio, video, pictures, text, and so on. In the past decades, a multitude of recommendation algorithms has been developed. They can be divided into two groups: history data-based recommendation (HDBR) methods and content-based recommendation (CBR) methods. The HDBR methods have been widely researched for recommendation systems. These methods only rely on the user’s history data without requiring the details of such resources. Collaborative Filtering (CF) is one of the most distinguished approaches [2]. CF methods can be classified into two types:

1. neighborhood-based method
2. model-based methods.

Model-based methods use L2 norm to normalize the solution [3]. HDBR methods require extensive historical data, which is difficult to obtain from the e-learning system and to achieve a decent performance, and they always suffer from the “cold start” problem. Thus, CBR methods may be a better choice for learning resources recommendation in e-learning systems. However, CBR methods characterize each user and item. Today learning resources come
in various formats: audio, video, pictures, text, etc, and there is a huge amount of implicit information in learning resources that can be difficult to obtain, such as knowledge point, complexity, and prepared knowledge. Hence, content-based recommendation algorithm for learning resources is difficult to construct. The salient features of the approach employing collaborative learning and ensemble neural networks is described in the subsequent sections. Therefore, recommendation systems are modelled as systems applying the following approaches.

i. Techniques based on statistical learning

ii. Techniques based on time-series approach

iii. Techniques using Artificial Intelligence and Machine Learning

2. Literature Review

Shu et al. in [1] proposed a system that was primarily aimed towards the batch mode of active learning that is a sub-class of machine learning. In this technique the authors made an attempt to combine the positive attributes of active reinforced learning with deep neural learning for the purpose of movie rating prediction. The authors also explored the mutual similarity among the features selected for training the neural network designed.

Moreno et al. in [2] proposed a technique that was based on the construction of a system that found the parameters in a family of arcs. The authors investigated the power of the opinion based emotional arcs in the prediction problems. The authors proposed that more audio-visual data could have a better well rounded prediction paradigm. The opinion or sentiment data was collected from sources such as Twitter and Reddit.

Kohavi et al. in [3] proposed a recommendation system that was used for based on the support vector machine (SVM). The system was enhanced using the multi-class or multi-dimensional Support Vector Machine approach with splitting the hyper-plane of the SVM classifier. It was shown that the proposed system outperformed existing systems.

Mao et al. in [4] proposed a technique based on deep neural networks and deep learning in conjugation with tag extraction approach. The tags that justifiably affect the performance of the movie were chosen. It was shown that the proposed system could evaluate tags better than existing tag extraction systems and hence would yield better accuracy.

Hosburg et al. in [5] used the classification format after using the polarity of views about the concerned recommendation. The approach used Random Forests algorithm can prove to be effective in time series prediction problems. The major lacking aspect seen in this approach was the lack of data pre-processing so as to make the system learn additional parameters in prediction with higher accuracy. The final results did have a graphical representation making it more palatable. The approach used a very similar polarity count mechanism trying to extract polarized meanings form review sentences.

Wang et al. in [6] presented an approach that used the semantic expressions of Vietnamese comments regarding the data to be analyzed. The authors designed a methodology used in this study considering the short-term data as well as the day of week as inputs. The authors were intelligent enough to execute data structuring in a way so as to train the prediction system in the most effective manner.

Si et al. in [7], addressed the challenge of box office prediction using a forward traversal learning rule with day classification. It is commonly used as the neural network needs to be fed using previous samples. The previous point is effective since the neural network may try to find out the correlation between the present-day rating and the day of the week.

Zhao et al. in [8] investigated the problem of prediction problems using the gray line artificial neural networks (GMANN). The approach was shown to perform better than the conventional ANN structure. It should be noted that there is no rule to find the number of layers in the hidden layer of the number of neurons. Thus an exhaustive search needs to be carried out.

Pyo et al. in [9] present a technique that embodies the social network and extracted sentiment cycle. One could not say that the approach is very innovative; rather one would say that the approach is quite exhaustive and it tries to provide an optimized approach for time series prediction. They have tried out various maneuvered versions of the approach to obtain the optimized approach. It was however found that the proposed system obtained a relatively high accuracy of 88%.

Kassak et al. in [10] have utilized the techniques of machine learning and text mining analysis for prediction problems. The approach is exhaustive since the authors have tried out an exhaustive set of training functions. Another thing that they have done is the fact that they have also altered the configuration of the designed ANN to find the optimized one.

Zhao et al. in [11] proposed a technique to predict sales and recommend the relevant data. They rather focused on weighted sums of movies which had a significant impact on the data sets. They made a comparative analysis of the LM, NN and the SVM approaches. The proposed system results challenge the weak form of the Efficient Market Hypothesis (EMH) by demonstrating much improved and better predictions, compared to other approaches.

Polatidis et al. in [12] used the approach of supervised learning for designing recommendation systems. The paper made a comparative study of the work with a Probabilistic Neural Network (PNN) approach that tries to compute the cost function for prediction and uses the concept of conditional probability.

Koren et al. in [13] adopted the approach of RBF centers along with the ANN structure. The authors present an Artificial Neural Network (ANN) approach to predict box office success, particularly with respect to the forecast of their trend movements up or down. They used the Immune Principle which had no clear demarcation in case the values of the predicted movies did not fluctuate.
Salah et al. in [14] used the concept of cross domain datasets for training the ANN structure designed. The authors use different AI tools v.i.z. the Multi-layer Perceptron (MLP), the Convolutional Neural Networks (CNN), and the Long Short-Term Memory (LSTM) recurrent neural networks techniques. It was found that the proposed approach put for an optimized network paradigm for box office success prediction.

Pan et al. in [15] proposed a technique using appropriate time window and prediction horizon has been chosen. This makes the prediction much more accurate. Scaling and normalization of data has been done. This has been done since all features do not affect the outcome in the same way. 80% of the data has been used for training and 20% of the data has been used for testing. The authors use 10% of training set for hyper parameter optimization.

Bell et al. in [16] present a new data mining approach for the forecasting problems of web applications. The proposed approach focused on the subset of actual data used, the architecture of neural network used and the learning algorithm to be employed were chosen according to the sub-set data.

Ignatov et al. in [17] gives presented a comparative analysis of the different neural network architectures for the prediction of time series box office prediction. The problem being addressed in the paper is the upward or downward movement of the ratings with respect to time. It was shown that inclusion of semantic analysis proved critical in increasing accuracy.

Claster et al. in [18] suggested a technique for analyzing multi-dimensional sentiments for classification of data. The authors investigated the power of the opinion based emotional arcs in the prediction problems. The authors proposed that more audio-visual data could have a better well rounded prediction paradigm.

Zhai et al. in [19] proposed times series predictive models based on the use of use different AI tools v.i.z. the Multi-layer Perceptron (MLP), the Convolutional Neural Networks (CNN), and the Long Short-Term Memory (LSTM) recurrent neural networks techniques. The authors emphasize upon the importance of choosing the correct input features, along with their preprocessing, for the specific learning algorithm one wants to use.

Fikir et al. in [20] proposed a technique based on collaborative filtering that could be used for movie rating prediction. The main focus was on the reduction of computational cost and increasing the accuracy of prediction.

3. Forecasting and Recommendation Framework

A holistic framework for recommendations is shown in the figure below.

<table>
<thead>
<tr>
<th>DATA COLLECTION</th>
<th>DATA PRE-PROCESSING</th>
<th>MODEL CONFIGURATION</th>
<th>ALGORITHM DEVELOPMENT</th>
<th>EXPERIMENTAL EVALUATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Collect Necessary data for forecasting based on the relevance of the parameters chosen</td>
<td>Structure And/or Pre-process data to make it easily computable for the designed system</td>
<td>Design the system to be modelled as a predictive mechanism based on input data fed to the system after pre-processing</td>
<td>Develop an algorithm that would train the designed system in such a way that errors are minimal</td>
<td>Evaluate the performance of the system based on Performance Metrics</td>
</tr>
</tbody>
</table>

Fig. 1: Framework for Predictive-Recommendation

4. Proposed Methodology

4.1 Introduction to Artificial Neural Networks

Artificial Neural Networks (ANN) are a practical way of implementing artificial intelligence (AI). The design of ANN relies on the fundamental attributes of the human brain of the following:

1) Structure that takes data in a parallel manner.
2) The competence of the human brain to learn and subsequently adapt.

The self-organizing capability of the human brain is also tried to be incorporated in the ANN structure.
Considering that data comes in the form of parallel streams to the brain, it subsequently gets summed up and all data paths create weights or experiences, the mathematical model of the neural network can be given by:

\[ Y = \sum_{i} X_i W_i + \theta_i \]  

(4.1)

Here \( X_i \) represents the data coming through a path, \( W_i \) represents the weight created by the data element \( X \), \( \theta \) is the bias.

ANN process data coming in the neurons of the input layer, then forwarding them to the hidden layer and finally yielding the result in the output layer[10].

The weights of the system depend on the input training data and it subsequently decides the synaptic connections and the weights[11] [12].

4.2 Collaborative Filtering for Recommendation Systems:

Training of ANN is of major importance before it can be used to predict the outcome of the data inputs. Neural Networks can be used for a variety of different purposes such as pattern recognition in large and complex data pattern sets wherein the computation of parameters would be extremely daunting for conventional statistical techniques. The weights or the equivalents of experiences are evaluated and updated based on the data patterns which are fed to the neural networks for training. The framework of collaborative learning consists of three major parts: the generation of a population of classifier heads in the training graph, the formulation of the learning objective, and optimization.
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The figure above depicts the sub-categories of training. Similar to auxiliary training [8], we add several new classifier heads into the original network graph during training time. At inference time, only the original network is kept and all added parts are discarded. Unlike auxiliary training, each classifier head here has an identical network to the original one in terms of graph structure. This approach leads to advantages over auxiliary training in terms of engineering effort minimization. First, it does not require to design additional networks for the auxiliary classifiers. Second, the structure symmetry for all heads does not require additional different weights associated with loss functions to well balance injected backpropagation error flows, because an equal weight for each head’s objective is optimal for training. Mathematically:

If the target network to be trained in figure 2(a) is given by:

\[ z = g(x, \theta) \]  

(4.2)

Here, \( g \) is determined by the graph architecture, \( \theta \) represents the network parameters. The term \( g \) can also be represented as the cascade of the following sub-nets, given mathematically by:

\[ g(x, \theta) = g3(g2(g1(x1, \theta1), \theta2), \theta3) \]  

(4.3)

The cascade of the network is often termed as Ensemble Neural Network (ENN). Here,

\[ \theta = [\theta1, \theta2, \theta3] \]  

(4.4)

In general, it is observed that that the training memory size is roughly proportional to the number of layers/operations. With the multi-instance pattern, the number of parameters in the whole training graph is proportional to the number of heads. Obviously, ILR sharing can proportionally reduce the memory consumption and speed up training, compared to multiple instances without sharing. Back propagation’s popularity stems from the fact that:

1) It’s stable
2) It’s fast.

The mathematical treatment of the weight updating rule can be given by:

Let \( \Delta \omega \) be the amount by which the weight is updated in every iteration. Then \( \Delta \omega \) is mathematically computed as:

\[ \Delta \omega = f^T \mu I^{-1} f e \]  

(4.5)

where \( \omega \) is the weight vector, \( I \) is the identity matrix, \( \mu \) is the combination coefficient,
Where \( Q \) is the number of training patterns, \( R \) is the number of outputs, \( N \) is the number of weights. Elements in error vector \( e \) are calculated by

\[
J = \begin{bmatrix}
\frac{\partial e_{11}}{\partial \omega_{1}} & \frac{\partial e_{11}}{\partial \omega_{2}} & \cdots & \frac{\partial e_{11}}{\partial \omega_{N}} \\
\frac{\partial e_{12}}{\partial \omega_{1}} & \frac{\partial e_{12}}{\partial \omega_{2}} & \cdots & \frac{\partial e_{12}}{\partial \omega_{N}} \\
\cdots & \cdots & \cdots & \cdots \\
\frac{\partial e_{Q1}}{\partial \omega_{1}} & \frac{\partial e_{Q1}}{\partial \omega_{2}} & \cdots & \frac{\partial e_{Q1}}{\partial \omega_{N}} \\
\frac{\partial e_{Q2}}{\partial \omega_{1}} & \frac{\partial e_{Q2}}{\partial \omega_{2}} & \cdots & \frac{\partial e_{Q2}}{\partial \omega_{N}} \\
\cdots & \cdots & \cdots & \cdots \\
\frac{\partial e_{QR}}{\partial \omega_{1}} & \frac{\partial e_{QR}}{\partial \omega_{2}} & \cdots & \frac{\partial e_{QR}}{\partial \omega_{N}}
\end{bmatrix}
\tag{4.6}
\]

(4.6)

Where \( J \) is the Jacobian matrix.

\[
e_{q} = d_{q} - 0_{q}
\tag{4.7}
\]

(4.7)

4.3 Resilient Back Propagation

The Back propagation (BP) neural network is the most popular among all the neural network applications. It has the advantages of yielding high classification accuracy. However, practical applications are difficult to be satisfied because of the problems of slow learning and the likelihood of being trapped into a local minimum especially when the size of the network is large. These problems are due to the fact that the learning of BP neural network is mechanical and elementary. Many researchers have worked to overcome these problems, especially the local convergence [9].

The purpose of the resilient propagation (RPROP) training algorithm is to eliminate the limitations of these magnitudes of the partial derivatives. Only the sign of the derivative can determine the direction of the weight update; the magnitude of the derivative has no effect on the weight update. Another most difficult aspect of the back propagation learning was picking the correct training parameters. It also has the nice property that it requires only a modest increase in memory requirements. Additionally, resilient propagation is considerably more efficient than back propagation.

Resilient propagation, in short, RPROP is one of the fastest training algorithms available. The RPROP algorithm just refers to the direction of the gradient. In back propagation the change in weight is calculated with the magnitude of the partial derivative:

\[
\Delta w_{ij}(t) = \alpha x_{i}(t) \delta_{j}(t)
\tag{4.15}
\]

Here,

\( \alpha \) is the learning rate

\( x_{i} \) is the propagating to i\textsuperscript{th} neuron at time ‘t’

\( \delta_{j} \) is the corresponding error gradient

5. Conclusion

With the increase in e-learning applications and its allied benefits, optimizing e-learning resources based on the requirements of the users has become a challenging task due to the large number of resources. In this paper, a collaborative learning-based approach has been proposed for ensemble neural networks (ENN) to design a recommendation system for learning resources.

It can be concluded from the previous discussions that with more candidates opting for e-learning applications due to its specific advantages, it has become necessary to design an optimized recommendation system for learning resources. One of the major challenges is however the plethora of resources to choose from. The proposed work embodies the use of the age, country and personal interests of the users to design the recommendation system.
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