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ABSTRACT

As an emerging and pervasive topic, machine learning is making different development in different areas. It is also commonly used in the field of astronomy, where
much research has been done utilizing machine learning for model prediction and data enhancement. In this study, for classifying stars in different types, | have
been used one algorithm (Random Forest) to create predictive models. As a result of testing, the prediction accuracy reached about 98% of the random forest model,
indicating the highest computational efficiency.
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1. Introduction

The Sloan Digital Sky Survey (SDSS) [1] achieved and put into operation with the development of science and technology, which helps getting data and
information about different empyreal bodies. Also, machine learning technique has enabled different algorithms to train and efficiently classify large
amounts of data gained from perception and collection [2] [3]. Academic research in this area is currently producing many results. When studying star
and galaxy classification established on stacking ensemble learning, models are built using SVM, RF, and other models. The classification results are
more accurate and robust compared to classical machine learning techniques. The Python language has been utilized in test process. It has characteristics
such as simplicity [4], and the libraries included in it are enough. Classify galaxies, stars, and quasars into stars depend on decision trees, random forests,
and support vector machine techniques, also compare the performance of different techniques with each other. This paper not only enhances the accuracy
of the essential technique in star prediction, also gives a certain degree of accuracy in classifier model selection [5] [6].

2. Methodology

The dataset depends on 100,000 notices of space taken by the (SDSS). Each notices are characterized by feature columns and one class column that
distinguishes between three types of stars [7].
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Figure 1. The size of patterns
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2.1. Data preprocessing

Figure 2. samples from dataset

For different types of stars, the large differences in sample numbers prevent the training model from learning effectively, so leading to large deviations
[8]. To overcome this challenge, oversample the data. Figure 3, depicted the samples for the stars that is up to 59445 [9].
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Figure 3. Each group after preprocessing
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2.2. Classification Technique

The essential target of the model in manuscript is distinguishing between the three types of stars. Classification methods have been utilized in the suggested

approach using RF classifier.

2.2.1. Random Forest (RF) Classifier

This technique is determined as a decision tree forest depending on algorithms loaded into random, separate trees. Best rated from multi decision trees

and selected by majority. It is estimated one of the most important techniques. The essential challenge of this technique is overfitting is [10-14].
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Figure 4. Hierarchy of random forest classifier

3. Results and discussion

The training outcomes is shown in figure 5 after using RF classifier. The accuracy of the RF model is 98%, and time for training requires 0.345 sec. The

details of classification by the RF technique has been shown as confusion matrix in Figure 6.
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Figure 5. The report for classification
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Figure 6. The confusion matrix after using RF classifier

4, Conclusion

This paper trained a technique using an RF classifier to classify all types of stars based on the spectral data gained from the Sloan Digital Sky Survey.
From the training outcomes of the RF model, it can be shown that the RF model has the best execution in the dataset, that not only has the highest accuracy
rate of 98%, but also has a high computing efficiency. Some challenges have been founded and needed to be enhanced in the training. As, in preprocessing
stage for dataset, the aggregation of under and over-sampling may better to overcome over-fitting and enhance the training accuracy.
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