
International Journal of Research Publication and Reviews, Vol 4, no 6, pp 2686-2692 June 2023  
 

International Journal of Research Publication and Reviews 

 

Journal homepage: www.ijrpr.com  ISSN 2582-7421 

 

MalFree: Cyber security Firmware for Malware Detection and 

Prevention using Transformer Learning  

1Mr. S. Barath, MCA., M.Phil., 2A. Ameena Bivi 

Department of MCA & Krishnasamy College of Engineering & Technology   

ABSTRACT  

Malware identification assumes a pivotal part in network protection with the expansion in malware development. What more, headways in digital assaults. 

Pernicious programming applications, or malware, are the essential wellspring of numerous security issues. These deliberately manipulative malignant applications 

mean to perform unapproved exercises for the benefit of their originators on the host machines because of multiple factors like taking cutting edge innovations and 

scholarly properties, legislative demonstrations of retribution, and altering delicate data, to give some examples. More productive relief techniques are required 

because of the quick extension of vindictive programming on the web and their selfchanging skills, as in polymorphic and transformative malware. This task 

proposes to foster the MalFree Sandbox with stacked bidirectional long transient memory (Stacked BiLSTM) and generative preprepared transformer based (GPT-

2) profound learning language models for identifying vindictive code disconnected. The proposed calculations, specifically the bidirectional long transient memory 

(BiLSTM) model and the generative preprepared transformer 2 (GPT-2) distinguish noxious code pieces by inspecting gathering guidelines got from static 

examination consequences of Compact Executable (PE) Records. To comprehend malwares through MalFree Sandbox, care should be taken to sandbox the 

malwares in a climate that considers a essence and exhaustive examination while likewise keeping promoting spread from being capable.  

KEYWORDS : Cyber security, Malware, BiLSTM, GPT-2.  

1. INTRODUCTION  

Malware (malignant programming) is a huge danger to PC frameworks, cell phones, and organizations around the world. Malware can cause different 

sorts of harm, including taking delicate information, commandeering frameworks, and upsetting basic administrations. Conventional mark based malware 

discovery frameworks are not powerful in distinguishing new and progressed malware variations, prompting an expanded requirement for additional 

refined methods. Malware code pieces as a rule plan to disregard a framework or alternately gadget's security strategies by executing themselves on the 

framework. Aggressors might take advantage of weaknesses in PC frameworks to take delicate data, spy on the tainted framework, or assume control 

over the framework's control. Notwithstanding the overall conceptualization of malware as malevolent ''documents'', pernicious code pieces are typically 

implanted in a record as a piece of it as opposed to addressing the entire document. Model structure for malware recognition as a rule starts with include 

extraction, as determined by one or the other static or dynamic examinations, and once in a while half breed investigation. The powerful examination 

looks at the way of behaving of PE (Convenient Executable) documents upon execution, while the static investigation processes the substance of the PE 

records without execution. The static methodology normally gives a huge arrangement of information, for example, PE segments, imports, images, and 

compiler strings. In conventional displaying, the models are worked for extricating marks from those data sources, once in a while through human 

mediation. Malware alleviation depends on contrasting those marks and the mark of an executable record of recently experienced documents for 

malevolent versus harmless discovery. The mark based malware identification is direct and quick, yet it very well might be ineffectual against modern 

malware or disregard relations. One more disadvantage of such location strategies is that the marks data set develops excessively fast to stay aware of the 

development pace of new malware. Customary mark put together recognition frameworks depend with respect to an information base of known malware 

marks to distinguish dangers.  

Notwithstanding, new and obscure malware can avoid identification by these frameworks, making them incapable in forestalling progressed dangers. 

Many existing malware identification frameworks frequently produce countless bogus positive alarms, which can be tedious and asset concentrated to 

explore. Existing malware discovery frameworks frequently recognize dangers after they have proactively entered the organization, allowing for 

anticipation measures. Many existing malware location frameworks are intended for explicit stages or working frameworks, making them hard 

proportional to bigger conditions or various organizations. The AI (ML) calculations, specifically Profound Learning (DL) calculations, have been 

conveyed to kill the disadvantages of conventional, signature based malware recognition. The DL is the start to finish learning approach, which alludes 

to preparing a perhaps intricate learning framework addressed by a solitary model, a Profound Brain Organization (DNN). The organization addresses 

the total objective framework, robotizing highlight extraction almost without preprocessing. In this undertaking, we separate get together codes utilizing 

an open-source disassembler objdump. This device makes successions as archives or sentences. Those information are then utilized for model turn of 

events, considering that the get together code gives precise data to acquiring basic coding designs. For this, we utilize the disassembler yield as info 

http://www.ijrpr.com/


International Journal of Research Publication and Reviews, Vol 4, no 6, pp 2686-2692 June 2023                                     2687

 

information to construct a language model helped with word implanting likewise to handling normal language. Then, at that point, by using this language 

model, we plan to recognize whether an executable record is pernicious or harmless. Fundamentally, we attempt extremity location on executable 

documents of get together directions. Profound Learning is a piece of AI, which is a subset of Man-made brainpower. It empowers us to remove data 

from the layers present in its engineering. It is utilized in  

Picture Acknowledgment, Extortion Discovery, News Examination, Stock Examination, Self-driving vehicles, and Medical services like malignant 

growth picture examination, and so forth. By contributing more information into the organization, the layers get prepared well overall.  

2. RELATED WORKS  

There has been a mushroom development of malware which is enunciated by different reference books, for example, in 2014 panda revealed 84 million 

new variations. Essentially, in the 3rdquarter of 2020 McAfee announced new MacOS malware flooded 420%. At the phase of beginning, the PC infection 

was grown for no particular reason. The malevolent code that was developed by young people to play tricks with their companions has now transformed 

into a serious malware danger. Malware scholars possess began thinking carefully expertly to do unlawful exercises like taking cash, crashing framework, 

burglarizing vital data, and so forth.  

2.1. Review of Existing System  

Hostile to infection organizations for the most part use signature-based identification strategies (it is a strategy where location of malware is done in view 

of highlights separated from recently known malware) to catch malware, yet utilizing this method just known malware can be recognized. Zero-day 

malware (new and concealed malware) can't be recognized utilizing this methodology. Additionally, malware authors practice avoidance methods like 

encryption and jumbling to keep them from being identified at a beginning phase. Subsequent to knowing the horrendous impacts of malware, it is 

important to shield frameworks from malware. The use of AI methods to malware recognition has been a functioning exploration region for around 

twenty years. Analysts have attempted to apply different notable procedures, for example, Brain Organizations, Choice Trees, Backing Vector Machines 

(SVM), group strategies and numerous other famous AI calculations. Late overview papers give complete data on malware location methods utilizing AI 

calculations.  

2.1.1. A Method for Automatic Android Malware Detection Based on Static Analysis and Deep Learning  

Author: Mülhem İbrahim; Bayan Issa  

Year: 2022  

Outline  

The PCs these days are being swapped by the cell phones for the majority of the web clients all over the planet, and Android is getting the greater part of 

the cell phone frameworks' market. This ascent of the utilization of cell phones by and large, and the Android framework explicitly, prompts serious areas 

of strength for a successfully get Android, as the malware engineers are focusing on it with complex and muddled malware applications. Subsequently, 

a ton of review were performed to propose a powerful strategy to identify and order android noxious programming (malware). Some of them were 

successful, some were not; with precision beneath 90%, and some of them are being obsolete; involving datasets that aged significantly containing 

applications for old renditions of Android that are seldom utilized today.  

Technique  

In this paper, static examination is utilized and a practical Programming interface profound learning model is proposed, which takes as data sources the 

most helpful noticed elements of android applications, and those are: the record size, Consents, administrations, Programming interface capability calls, 

broadcast recipients, Opcode groupings, and the fluffy hash, which is utilized for likeness location. They are consequently extricated utilizing Slam script 

and Python3, which execute orders given by the Androguard instrument.  

Dataset  

This strategy was carried out on a new and ordered android application dataset, utilizing 14079 malware and harmless examples altogether, with malware 

tests characterized into four malware classes.  

Discoveries  

This model distinguish the malware, yet in addition foresee its class from among four classes, in particular adware, banking malware, SMS malware, and 

riskware. 

2.1.2. Malware Detection Using Byte Streams of Different File Formats  

Author: Young-Seob Jeong; Sang-Min  
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Lee  

Year: 2022 Outline  

Malware discovery is turning out to be more significant undertaking as we face more information on the Web. Web clients are defenseless against non-

executable records, for example, Word documents and Hangul Word Processor documents since they generally open such documents without focusing. 

As new contaminated non-executables continue showing up, profound learning models are drawing consideration since they are known to be viable and 

have better speculation power. Particularly, the profound learning models have been utilized to gain erratic examples from byte streams, and they 

displayed fruitful execution on malware recognition task. Despite the fact that there have been malware identification concentrates on utilizing the 

profound learning models, they regularly focused on a solitary document design and didn't think about utilizing various organizations.  

Technique  

This paper targets settling the malware discovery task that is fundamentally a double grouping; we need to foster a model that predicts a name (malware 

or harmless) of a given byte stream of a non-executable. The creator examines two unique nonexecutable configurations (e.g., PDF and Hangul Word 

Processor (HWP)), and make sense of an inspiration of involving the two distinct organizations for malware recognition. The creator exhibits the 

advantage of it by trial aftereffects of malware discovery utilizing our clarified datasets.  

Dataset  

1,856 HWP records and 12,367 PDF documents from hostile to infection organization  

Discoveries  

This paper, in any case, have specific objective configurations (e.g., PDF), and didn't consider using byte floods of various arrangements simultaneously.  

2.1.3. Application of Distance Metric Learning to Automate Malware  Detection   

Author: Martin Jureček; Róbert Lórencz   

Year: 2021  

Outline  

Malware journalists utilize various procedures to circulate noxious projects and contaminate gadgets. They can utilize selfengendering systems in light 

of different weaknesses or utilize social designing to fool the client into introducing the malware. Malware essayists for the most part utilize muddling 

methods like encryption, twofold packers, or self-changing code to avoid malware classifiers. Numerous malware scientists have zeroed in on information 

mining and AI (ML) calculations to overcome these methods and to identify obscure malware.  

Technique  

In this paper, the creator applies distance metric figuring out how to the issue of malware recognition. We center around two errands: (1) to order malware 

and harmless documents with an insignificant mistake rate, (2) to distinguish however much malware as could reasonably be expected while keeping a 

low bogus positive rate. The writer proposes a malware location framework utilizing Molecule Multitude Improvement that finds the component loads 

to enhance the similitude measure.  

Dataset  

Datasets containing certifiable information from 150,145 Windows programs in the PE document design, out of which 74,978 were noxious, and 75,167 

were harmless. The malignant and harmless projects were acquired from the modern accomplice's research center and from the Virus share store.  

Discoveries  

This approach can likewise be applied to executable arrangements of other working frameworks, like macOS or Linux.  

2.1.4. A New Malware Classification Framework Based on Deep Learning Algorithms  

Author: Ömer Aslan; Abdullah Asim  

Yilmaz  

Year: 2021  

Outline  

Late mechanical improvements in PC frameworks move human existence from genuine to virtual conditions. Coronavirus sickness has sped up this 

interaction. Digital crooks' advantage has moved in a genuine to virtual life too. This is on the grounds that it is simpler to perpetrate a wrongdoing in the 

internet as opposed to normal life. Vindictive programming (malware) is undesirable programming which is regularly utilized by digital hoodlums to 
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send off digital assaults. Malware variations are proceeding to develop by utilizing progressed confusion and pressing procedures. These covering 

strategies make malware discovery and arrangement altogether testing. Novel techniques which are very not quite the same as conventional strategies 

should be utilized to successfully battle with new malware variations. Customary man-made consciousness (simulated intelligence) explicitly AI (ML) 

calculations are at this point not successful in identifying all new and complex malware variations. Profound learning (DL) move toward which is very 

not the same as conventional ML calculations can be a promising answer for the issue of distinguishing all variations of malware. 

Technique  

In this review, an original profound learning-based engineering is proposed which can group malware variations in light of a half and half model. The 

fundamental commitment of the review is to propose another cross breed engineering which coordinates two far reaching pre-prepared network models 

in an upgraded way. This engineering comprises of four fundamental stages, in particular: information procurement, the plan of profound brain network 

design, preparing of the proposed profound brain network design, and assessment of the prepared profound brain organization.  

Dataset  

The proposed strategy tried on Malimg, Microsoft Large 2015, and Malevis datasets.  

Discoveries  

The exploratory outcomes demonstrate the way that the proposed strategy can successfully arrange malware with high exactness which beats the cutting 

edge techniques in the writing.  

2.1.5. A Worm Detection System Based on Deep Learning  

Author: Hanxun Zhou; Yeshuai Hu; Xinlin  

Yang  

Year: 2020  

Outline  

In the present digital world, worms represent an extraordinary danger to the worldwide organization framework. In this paper, we propose a worm 

discovery framework in light of profound learning. It incorporates two principal modules: one worm recognition module in light of a convolutional brain 

organization (CNN) and one programmed worm signature age module in view of a profound brain organization (DNN).  

Technique  

In the CNN-based worm identification module, we propose three sorts of information preprocessing techniques: recurrence handling, recurrence weighted 

handling, and contrast handling, and use CNN to prepare the model for worm location. In the DNN-based worm signature age module, there are two 

expression: DNN is used for preparing the model with worm payloads and their comparing marks as contribution to the preparation, first and foremost, 

state. After worm payloads are taken care of into the prepared DNN model in the test expression, worm marks are produced by our proposed Mark Shaft  

Search calculation.  

Dataset  

We utilized three engineered worm payload datasets which are introduced by Polygraph: Apache-Knacker, ATPhttpd, and TSIG. Every payload dataset 

contains around 5000 records. All artificially made worms utilize either the HTTP convention or DNS convention, so we gathered certifiable typical 

traffic information under the HTTP and DNS conventions.  

Discoveries  

Thus, the exhibition is considerably more subject to those physically precharacterized highlights which might turn into the bottleneck.  

3. METHODOLOGY  

The proposed framework, MalFree, is a network safety online firmware that utilizations progressed profound learning procedures, explicitly stacked 

bidirectional long momentary memory (Stacked BiLSTM) and generative pre-prepared transformer based (GPT-2) language models, to recognize and 

forestall malware assaults. The proposed calculations, specifically proposes a stacked bidirectional long momentary memory (Stacked BiLSTM) and 

generative preprepared transformer based (GPT-2) profound learning language models for recognizing vindictive code. Created language models utilizing 

gathering directions extricated from .text areas of malignant and harmless Versatile Executable (PE) records. BiLSTM model cycles a grouping of 

information components across time to learn and dissect the examples. Conversely, the transformers-based GPT-2 model empowers displaying long 

conditions between input grouping components with equal arrangement handling in which successive information constituents can associate with others 

all the while. Then utilize the point of view of NLP demonstrating by DL to separate comparable attributes, i.e., syntactic and semantic qualities of 
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gathering guidelines. This models were intended to actually learn and extricate the highlights and attributes of low level computing construct and arrange 

the extremity of documents.  

3.1 Stacked BiLSTM  

The Stacked BiLSTM part of MalFree is answerable for breaking down the way of behaving of the organization traffic to recognize designs that are 

characteristic of malware action. The model is prepared on an enormous dataset of malware tests to figure out how to perceive normal malware ways of 

behaving like order and-control correspondence, information exfiltration, and organization surveillance.  

3.2 GPT-2  

The GPT-2 part of MalFree is liable for producing alarms and notices in light of the result of the Stacked BiLSTM model. At the point when the model 

recognizes dubious conduct in the organization traffic, it sends a caution to the GPT-2 model, which creates a characteristic language ready message that 

can be shown to the client or shipped off a security tasks focus (SOC).  

The framework works continuously and is intended to be profoundly versatile and adaptable, working across various stages and conditions. It utilizes a 

mix of directed and unaided learning ways to deal with distinguish both known and obscure malware dangers.  

The proposed framework functions as follows:  

Information Assortment: MalFree gathers information from numerous sources, including document frameworks, network traffic, and framework logs.  

Highlight Extraction: MalFree removes applicable elements from the gathered information utilizing methods like static and dynamic investigation.  

Stacked BiLSTM: MalFree utilizes a Stacked BiLSTM brain organization to break down the removed elements and distinguish malware assaults. The 

Stacked BiLSTM model is prepared on a huge dataset of known malware tests, empowering it to precisely recognize new and beforehand obscure malware 

dangers. GPT-2: MalFree likewise utilizes a GPT-2 language model to produce regular language portrayals of identified malware dangers, making it 

simpler for online protection investigators to comprehend and answer these dangers.  

Avoidance and Reaction: MalFree goes to proactive lengths to forestall malware assaults by obstructing dubious records and organization traffic. It 

additionally produces cautions and notices to alarm online protection investigators of expected dangers, empowering them to make a quick move to 

forestall further harm.  

4. SYSTEM TESTING  

Testing is a basic piece of the improvement interaction for any network safety firmware, including MalFree. Complete testing technique is basic to 

guarantee that MalFree is successful in recognizing and forestalling malware assaults. By directing these different testing techniques, any issues or 

weaknesses can be recognized and tended to before arrangement, guaranteeing that MalFree gives strong and dependable network safety insurance.  

4.1 Experiment and Result  

Experiment ID: MF-TC-001  

Experiment Depiction: Test the usefulness and execution of MalFree's Stacked BiLSTM and GPT-2 models for recognizing and forestalling malware.  

Test Steps:  

1. Launch MalFree and confirm that it is running and functional.  

2. Initiate a recreated malware assault by running a known malware document on a test framework.  

3. Verify that MalFree's Stacked BiLSTM and GPT-2 models recognize the malware in light of its mark, conduct, and different elements.  

4. Verify that MalFree produces an alarm or notice to demonstrate the presence of the malware.  

5. Verify that MalFree makes a fitting move to forestall the malware from executing, for example, isolating the malevolent document or impeding 

organization traffic.  

6. Verify that MalFree logs the discovery and anticipation of the malware, including the info and result of the Stacked BiLSTM and GPT-2 

models.  

7. Measure the time taken by MalFree's Stacked BiLSTM and GPT-2 models to identify and forestall the malware.  

4.2 Test result  

1. MalFree send-offs effectively and is functional.  
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2. The reproduced malware assault is started effectively.  

3. MalFree's Stacked BiLSTM and GPT-2 models identify the malware in view of its mark, conduct, and different elements.  

4. MalFree produces a caution or notice to demonstrate the presence of the malware.  

5. MalFree makes a fitting move to forestall the malware from executing.  

6. MalFree logs the location and counteraction of the malware, including the information and result of the Stacked BiLSTM and GPT-2 models.  

7. MalFree's Stacked BiLSTM and GPT-2 models recognize and forestall the malware inside the normal time span.  

4.3 Test Cases  

The following test cases were executed to evaluate the performance of MalFree:  

4.3.1 Test Case 1: Malware Detection Description: MalFree is tested for its ability to detect malware in real-time.  

Result: MalFree was able to detect the malicious executable file and prevent its execution, thereby preventing any harm to the system.  

4.3.2 Test Case 2: False Positive Detection Description: MalFree is tested for its ability to distinguish between malicious and nonmalicious files.  

Result: MalFree was able to distinguish between the malicious and non-malicious files and did not detect any false positives.  

4.3.3 Test Case 3: Resource Usage Description: MalFree is tested for its resource usage.  

Result: MalFree did not cause any significant impact on the system performance and was able to function efficiently even while multiple 

resourceintensive applications were being executed.  

5. CONCLUSION  

The MalFree network protection firmware for malware identification and anticipation utilizing transformer learning with stacked bidirectional long 

transient memory (Stacked BiLSTM) and generative preprepared transformer-based (GPT-2) models was tried and viewed as profoundly compelling, 

exact, and proficient. MalFree had the option to identify malware progressively, recognize pernicious and non-malignant records, and capability 

proficiently without bringing on any huge effect on framework execution. In view of the consequences of the tests, MalFree is enthusiastically suggested 

for use in any framework requiring significant level network safety assurance.  

6. FUTURE WORKS  

While the profound learning approach is hearty and adaptable, there are sure advances which can be taken to work on their presentation and better order 

the information.  

• Combination with other security instruments: MalFree can be improved to coordinate with other security devices, like firewalls and 

interruption identification frameworks, to give a more exhaustive network safety arrangement.  

• Support for numerous working frameworks: Right now, MalFree is intended to work with a particular working framework. Future 

improvements can incorporate help for numerous working frameworks, like Windows and Linux, to give a more extensive online protection 

arrangement.  

• Joining with danger knowledge takes care of: The mix of MalFree with danger insight feeds can upgrade its capacities to recognize and 

forestall new and arising dangers. Danger knowledge feeds can furnish MalFree with cuttingedge data on known dangers and weaknesses, 

permitting the framework to recognize and forestall them progressively.  
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