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ABSTRACT  

 The safety of vehicles on the road is of paramount importance, and one of the major concerns is preventing collisions between vehicles. Real-time vehicle 

collision detection using bounding box methodology is a project that aims to use computer vision and machine learning techniques to detect collisions between 

vehicles on the road. In this project, we use a convolutional neural network (CNN) to detect vehicles and their positions on the road. The CNN uses YOLOv3 for 

object detection and bounding box methodology to detect vehicles in the images. Once the model is trained, it can be used for real-time detection of collisions 

between vehicles on the road. The real-time detection system uses a camera to capture images of vehicles on the road. The images are then processed by the CNN 

to detect vehicles and their positions. If a collision is detected, an alert is sent to the driver or autonomous vehicle to avoid the collision. Keywords: — Tensor 

flow, YOLO, Yolov3, Deep Learning 

Key Words: — Tensor flow, YOLO, Yolov3, Deep Learning 

INTRODUCTION 

Real-time Vehicle Collision Detection using Bounding Box Methodology is a major project that aims to use computer vision and machine learning 

techniques to detect collisions between vehicles on the road. This project uses a convolutional neural network (CNN) to detect vehicles and their 

positions on the road. The CNN uses YOLOv3 for object detection and bounding box methodology to detect vehicles in the images. Once the model is 

trained, it can be used for real-time detection of collisions between vehicles on the road. The real-time detection system uses a camera to capture images 

of vehicles on the road. The images are then processed by the CNN to detect vehicles and their positions. If a collision is detected, an alert is sent to the 

driver or autonomous vehicle to avoid the collision. 

1.1 Problem Statement 

In this study, a new bounding-box-based vehicle tracking algorithm is presented to extract statistical information on highway traffic. A novel shaking 

filter and a new voting approach are employed in the vehicle detection and tracking phases to reduce camera shaking effects that cause misdetection, 

misclassification, and mis-tracking.  

1.2 Existing system 

The existing systems are simple and effective but are only able to analyze the rear portion of the vehicle. Increased risk of collisions: Without a 

collision detection system, drivers may not be aware of potential collisions, which could increase the risk of accidents Delayed response, and high 

insurance costs. A variety of driving safety assessments have been explored. Hence, not very effective and have low accuracy. Some Have Evaluated 

the safety issue mainly based on real-time vehicle kinematics. Others have comprehensively tried to monitor the D-V-E (driver, vehicle, and 

environment) statutes. 

1.3 Proposed system 

We propose an automated, real-time system for the beforehand detection of vehicle collisions during high traffic and intimate the concerned people 

using the application. Our approach will work on still images, recorded- videos, and real-time live videos and will detect, classify, track, and compute 

moving object velocity and direction using a convolution neural network. Using YOLO, it will be able to detect the front as well as the rear view of the 

vehicle and alert us beforehand. The Advantages of the proposed system are Secured, Interpretability, High accuracy, Lightweight model & fast 

processing. Moreover, this system can be used in the cases of Self-driving cars. Where it would analyze the collision possibility automatically and drive 

accordingly. It could be used in self-driving cars, traffic surveillance systems, traffic management, and automated driving applications 
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1.4 Objective 

A vehicle collision detection system is a technological device that helps to identify and prevent collisions between vehicles. The system works by using 

a combination of sensors, cameras, and software algorithms to detect the presence of other vehicles, objects, and pedestrians on the road. This is a user-

friendly project. The project is designed in such a way that the user can easily use the model. There is no harm to the environment due to this project. 

As the application is user-friendly the time taken to learn and use the application is very less but inside the project follows its layers of security. The 

information in this project has been secured. No one can manipulate the information present in the database or CSV files. There have been given 

respective privileges such as read, write permissions, etc.) to respective users and even the sensitive data is encrypted. The project is not harmful to any 

human. As mentioned earlier there have been taken a few measures where security has been provided. During the execution of the project, nowhere 

sensitive data is leaked. The cost taken to implement this project in the real world is very low. As the project is developed totally in Python. The Python 

programming language is open source. 

2. LITERATURE SURVEY 

Vehicle Collision Detection and Avoidance System based on YOLO and Deep Learning" proposes a collision detection system that uses YOLOv4 and 

deep learning algorithms to detect vehicles and obstacles on the road. The system provides visual and audio warnings to the driver and can 

automatically apply the brakes to avoid collisions. 

The method we applied in this project is YOLO: 

The system uses YOLO to detect objects in the camera feed from the vehicle's surroundings, including other vehicles, pedestrians, and cyclists. The 

YOLO algorithm returns the bounding boxes and probabilities of the objects detected in the image. For car detection, we used the YOLO net, which 

was proposed by, improved in, and more recently, the last version was presented in. Despite other convolutional networks, it detects objects with a 

single pass creating a grid of S x S boxes, where each box has a logistic regression and a classification method, the regression method predicts each box 

with five values: x, y, w, h, and the confidence of the object being there. The classifier predicts C conditional class probabilities. At the final stage, 

multiple bounding boxes appear around a single object, so non-maximum suppression is applied in order to keep the strongest detection around a single 

object. The architecture of YOLO for this research project is shown in Table I, obtained from the Darknet library. The result in this step is the bounding 

boxes for each car, the YOLO performance is shown, here, this network has very high accuracy and more important has a very low time processing 

against the rest. 

 
YOLO model has been trained on large datasets of images and videos and are capable of detecting various types of objects, including vehicles, 

pedestrians, and obstacles. 

YOLO algorithm achieves its result by applying a neural network to an image. The image is divided into an S x S grid and comes up with a bounding 

box [13]. This algorithm has 24 convolutional layers which in turn have two fully connected layers. The reduction in feature space is done by 

Alternating 1x1 convolutional layers from preceding layers. The object identification problem is considered to be a regression problem with the 

objective of spatially bounding box separation along with the probability of associated classes in the bounding boxes. A single neural network can 

predict the bounded boxes and class probabilities directly from the input images in just one evaluation which can be optimized end-to-end. 

The bounding box is described using these four descriptions 

Centre of bounding box (bx, by) 

Width (bw ) 

Height (bh ) 

C: class name of the identified object Pc is the probability of objects in the 

bounding box. 

 

3. SOFTWAREREQUIREMENT ANALYSIS 

Following are the libraries used in the code: 

 Numpy 

 Cv2 

 Time 

 Librosa 

 

NumPy- 

NumPy is a fundamental library in Python that provides efficient and convenient tools for working with arrays and performing numerical computations. 

Its extensive functionality and performance optimizations make it a popular choice for scientific computing, data analysis, and machine learning 

applications. NumPy is widely used in various fields such as scientific research, data analysis, machine learning, and computational mathematics. Its 
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efficient array operations, broadcasting capabilities, and extensive mathematical functions make it a key library for working with large datasets and 

performing complex computations in Python 

 

Cv2 - 

The "cv2" module in Python provides a wide range of functions and classes for tasks related to computer vision, such as image and video processing, 

object detection, feature extraction, camera calibration, and more. It allows developers to manipulate and analyze images and videos, as well as perform 

various operations like filtering, resizing, cropping, and drawing on images. 

 

Time- 

The "time" module in Python provides functions and classes for working with time-related operations. It allows you to measure time, manipulate time 

values, and perform various time-related calculations AND provides many other functions and capabilities for working with time in Python. 

 

Librosa- 

Librosa is a Python library for audio and music signal analysis. It provides a wide range of functions and tools for tasks such as audio feature extraction, 

spectral analysis, beat tracking, tempo estimation, and more. Librosa aims to simplify the process of working with audio data in Python and provides an 

intuitive interface for performing complex audio analysis tasks. 

 

3.1 HARDWARE REQUIREMENTS: 

 Display 

 A system with all standard accessories. 

 Cameras 

 

3.2Functional Requirements: 

 Maintenance of intake images and dividing them into grids. 

 Maintenance of data intake objects as input. 

 Maintenance of CSV (Comma Separated Values). 

 Creating the CSV file and applying data pre-processing and predicting the 

 collision of vehicles 

4 System Design 

4.1 System Architecture 

 

Fig 4.1 System Architecture 

4.2 UML DIAGRAMS 

UML is a graphical language for visualizing, specifying, constructing, and documenting information about software-intensive systems. UML gives a 

standard way to write a system model, covering conceptual ideas. UML can be used to develop diagrams and provide users (programmers) with ready-

to-use, expressive modeling examples. 
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4.2.1 CLASS DIAGRAM 

 

Fig 4.2.1Class Diagram for VCD 

 

The above class diagram represents the total flow of the project and can able to visualize all the fields and methods that are used in the project. There 

consists of 7 dependent levels to execute the project. Every level is dependent on any other level because the project undergoes a top-down approach. 

4.2.2 USE CASE DIAGRAM 

 

 

Fig 4.2.2USE CASE Diagram for VCD 
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4.2.3 SEQUENCE DIAGRAM 

 

Fig 4.2.3 SEQUENCE Diagram for VCD 

The sequence diagrams follow similar steps that are followed by a class diagram.The sequence diagram explains the object interactions arranged in a 

time sequence. It depicts the objects and classes involved in the project and the sequence of messages exchanged between the objects needed to carry 

out the functionality of the project. 

4.2.4 ACTIVITY DIAGRAM 

 

Fig 4.2.4ACTIVITY Diagram for VCD 

The activity diagram would provide a detailed overview of the system's functionality and the steps involved in detecting and avoiding collisions. Each 
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step would be represented by a box or oval, with arrows indicating the flow of data or control between steps. The diagram could be used as a reference 

for the development team and as a tool for explaining the system's functionality to stakeholders 



 

 

5. RESULT ANALYSIS 

When a vehicle is approaching, the distance is calculated between the vehicle and our vehicle. Ifthe distance is too close a warning "Vehicle 

approaching left" or "Vehicle approaching right" is printed with respect to the vehicle position. 

 

 
 

 



 

 

6.CONCLUSION 

In this study, the proposed accident detection system can be trained by using a regression-based algorithm called YOLO(you only look once) algorithm 

on the sample vehicle datasets and the vehicle detection process has been successfully performed by the trained model vehicle detector being tested on 

the test data set with the live video feeds from the webcam. The proposed system is faster than other object detection methods and predicts the object 

better than other object detection algorithms such as Faster-CNN or Fast CNN. The input can also be optimized and give better results. Further, the 

system alerts via wireless communication devices to nearby emergency vehicles 
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