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ABSTRACT— 

The lung cancer detection project aims to develop an accurate and efficient system for the early detection of lung cancer using medical imaging data. The proposed 

system leverages machine learning algorithms and computer vision techniques to analyze medical images such as CT scans to detect lung cancer in its early stages. 

The system is designed to assist medical professionals in accurately diagnosing lung cancer, enabling timely and appropriate treatment interventions. The project 

highlights the potential of artificial intelligence in improving the accuracy and efficiency of lung cancer detection and emphasizes the importance of early detection 

in improving patient outcomes. 
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I. Introduction (Heading 1) 

Lung cancer is one of the leading causes of cancer-related deaths worldwide, with a high mortality rate due to its late diagnosis and lack of effective 

treatment options in advanced stages. Early detection of lung cancer is critical for improving patient outcomes and survival rates. Medical imaging, such 

as CT scans, are widely used for the detection and diagnosis of lung cancer. However, manual interpretation of these images by radiologists can be time-

consuming and subjective, leading to variations in diagnosis and potentially missed cases [18]. Medical imaging plays a vital role in the early detection 

of lung cancer, and with the advancement in imaging technology, it has become possible to detect cancer at an early stage. However, the interpretation 

of medical images is a complex and time-consuming task, requiring specialized training and expertise. Due in large part to the amazing performance of 

DL-based clinical decision support systems and the rapid advancement of artificial intelligence in this field of medical image analysis [2] Therefore, the 

development of automated tools for lung cancer detection is of great importance. Convolutional Neural Networks (CNNs) have shown remarkable success 

in various image recognition tasks and have been widely used in medical image analysis. CNNs are a type of deep learning algorithm that can learn to 

identify complex patterns in images by training on a large dataset. The use of CNNs in lung cancer detection has shown great promise, as they can 

effectively learn and identify subtle features that are difficult to detect by human experts. 

II. Related works 

a) Lung cancer classification using ensemble of convolutional neural networks with transfer learning 

The study "Lung cancer classification using ensemble of convolutional neural networks with transfer learning" by Raghu et al. (2021) proposed an 

ensemble of convolutional neural networks (CNNs) with transfer learning for the classification of lung cancer in computed tomography (CT) images. 

The proposed ensemble consists of three CNNs: ResNet50, DenseNet121, and EfficientNetB7. Transfer learning was used to initialize the weights of the 

CNNs with pre-trained models on the ImageNet dataset. The CNNs were fine-tuned on a dataset of 1,600 CT images of lung nodules, with 800 images 

each for malignant and benign nodules. 

The CNNs were trained using a binary cross-entropy loss function and the Adam optimizer. During training, data augmentation techniques such as random 

rotation, translation, and scaling were applied to increase the size of the training set and prevent overfitting. The ensemble was trained using a voting 

mechanism, where the final prediction was based on the majority vote of the three CNNs. The proposed ensemble achieved an accuracy of 93.12% on 

the test set, outperforming the individual CNN models. The results of this study demonstrate the effectiveness of ensemble and transfer learning for lung 

cancer classification in CT images. Overall, this study provides insights into the design and optimization of deep learning models for lung cancer 

prediction, and shows that ensembling and transfer learning can be powerful techniques for improving accuracy. 

b) Lung cancer prediction using deep learning-based model 
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"Lung cancer prediction using deep learning-based model" by Balasubramanian et al. (2020). This study aimed to develop a deep learning-based model 

to predict lung cancer diagnosis using features extracted from CT scans. The researchers used a dataset of 1,218 CT scans of lung cancer patients and 

healthy controls. They extracted radiomic features from the CT scans using a software tool called PyRadiomics. Radiomic features are quantitative 

measurements of the tumour or lung tissue, such as texture, shape, or intensity, that can be used to describe the tumour characteristics. 

The researchers used a deep learning model called a convolutional neural network (CNN) to classify the CT scans as either lung cancer or healthy. CNNs 

are particularly well-suited for image analysis tasks like this, as they can learn to identify relevant features automatically from the images. The CNN was 

trained on a subset of the dataset and evaluated on a hold-out test set. The results showed that the CNN achieved an accuracy of 92.3% in predicting lung 

cancer diagnosis, outperforming other machine learning models like random forests and support vector machines. 

Overall, this study demonstrated the potential of deep learning models to accurately predict lung cancer diagnosis using radiomic features extracted from 

CT scans. This could have significant implications for early detection and treatment of lung cancer, as well as improving the accuracy of lung cancer 

screening programs. 

III. Methodology  

A. Convolutional Neural Network   

A Convolutional Neural Network (CNN) is a type of artificial neural network that is primarily used for image recognition and processing. The key feature 

of CNNs is the use of convolutional layers that perform a mathematical operation known as convolution. Convolutional layers consist of small filters, 

typically 3x3 or 5x5, that slide over the input image pixel by pixel, performing a dot product between the filter and the corresponding pixels in the input 

image. This operation creates a feature map that highlights certain patterns in the image, such as edges, corners, and blobs. 

The output of a convolutional layer is passed through a non-linear activation function, such as ReLU, to introduce non-linearity into the network. This is 

important for enabling the network to learn complex representations of the input image. as shown in figure 1.1. 

 

 

 

 

 

 

 

 

 

 

Fig. 1 Convolutional Neural Network. 

a) Input Layer 

The input layer uses the input lung image (CT scan). Images of a specific size and kind may be accepted by the input layer. It might, for instance, specify 

that images must be in RGB or grayscale format and contain a certain amount of pixels in the x and y dimensions. 

b) Convolutional layer 

At various spatial scales, the convolutional layer applies filters to extract local characteristics. Every filter picks up a particular feature, such edges, 

corners, or textures. A series of feature maps, which are matrices that reflect the presence of various features at various points in the image, is the output 

of the convolutional layer. Further 3D filters may be used to detect lung cancer by taking the depth of the lungs into consideration. 

c) Activation function 

To introduce non-linearity, the activation function applies an activation function. The output of the convolutional layer is element-wise subjected to the 

activation function. It is utilised to add non-linearities to the network, which can enhance its capacity to simulate intricate aspects. 

d) Pooling 

In deep learning, pooling is a technique used in convolutional neural networks (CNNs) to reduce the dimensionality of feature maps by down sampling. 

Pooling is typically applied after convolutional layers and helps to extract and preserve the most important information from the input data while reducing 

the computational complexity of the network. 
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e) Output layer 

The network's final prediction is derived in this layer, including the likelihood that the input image belongs to the benign, malignant, or normal classes. 

Depending on the particular issue being addressed, the output layer may be constructed with one or multiple neurons. Two neurons that output the 

likelihood that the input image belongs to the Benign, Malignant, or Normal class class label may be present in the lung cancer detection system. 

Table I Class labels  

Class Label Image Count 

Benign Cases 120 

Malignant Cases 561 

Normal Cases 416 

IV. Results and Discussion 

The epoch value being used to train the model is 25. The model can modify its weights and biases to recognise more subtle signs of lung cancer by 

training for a higher epoch value. As a result, the model is more sensitive and is able to identify cancers that older models could have missed. By enabling 

early therapies and earlier identification of lung cancer, it can enhance patient outcomes. This can result in patients having better prognoses and survival 

rates, as demonstrated in Figs. 1 and 2. 

 

 

 

 

 

 

 

 

 

 

 

Fig.1 Accuracy graph (Epoch value 25) 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2 Model loss graph (Epoch value 25) 
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The epoch value being used to train the model is 50. A longer training period enables the model to learn from and evaluate a bigger collection of photos, 

improving its sensitivity and accuracy in identifying cancer. To improve patient outcomes, a model trained with an epoch value of 50 offers a more 

dependable and accurate tool for identifying and treating lung cancer. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.3 Accuracy graph (Epoch value 50) 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.4 Model loss graph (Epoch value 50) 

V. Conclusion 

This research describes how to identify lung cancer using a convolutional neural network algorithm. To determine which epoch value the model performs 

best, the models are trained with several values. 
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