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ABSTRACT 

The development of heuristics techniques has emerged over the years to address complex decision-making process in the various fields of social sciences. With 

many advantages of heuristics, there are few disadvantages also, which should be carefully handled to arrive at the decision or solution. The researchers have put 

enormous effort to develop heuristics model integrating with the nature-inspired algorithm. Development of heuristics has made it easy to formulate and to solve 

various complex real-life problems including some of the well-known supply-chain problems. Due to change in the business environment, the activities related to 

procuring raw material and delivery of finished goods are tied cohesively. As a result, now job-shop scheduling is not a discrete supply-chain problem. It is linked 

with inventory of raw materials, inventory of finished products and just-in-time delivery of goods through right channels. Another crucial aspect of supply-chain 

domain is to build integrated and effective logistics system which is popularly known as vehicle routing problem. 
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1. Introduction 

The heuristic method refers to finding the best possible solution to a problem quickly, effectively, and efficiently. The word heuristic is derived from an 

ancient Greek word, 'eurisko.' It means to find, discover, or search. It is a practical method of mental shortcut for problem-solving and decision making 

that reduces the cognitive load and does not require to be perfect. The method is helpful in getting a satisfactory solution to a much larger problem within 

a limited time frame. Heuristics are problem-solving techniques that result in a quick and practical solution. In contrast to business decisions that involve 

extensive analysis, heuristics are used in situations where a short-term solution is required. Nobel-prize winning economist and cognitive psychologist 

Herbert Simon originally introduced the concept of heuristics in psychology in the 1950s. He suggested that while people strive to make rational choices, 

human judgment is subject to cognitive limitations. Purely rational decisions would involve weighing all the potential costs and possible benefits of every 

alternative. Heuristics play important roles in both problem-solving and decision-making, as we often turn to these mental shortcuts when we need a 

quick solution. We probably make hundreds or even thousands of decisions every day. Heuristics allow us to make such decisions with relative ease and 

without a great deal of agonizing. Heuristics allow us to think through the possible outcomes quickly and arrive at a solution.  

Context of Heuristics 

There are many kinds of heuristics. Based on different contexts, each type plays a role in decision-making. The various contexts of heuristics are 

availability, familiarity, representativeness, affect, anchoring, scarcity, and trial & error. 

Advantages of Heuristics 

Some of the advantages of heuristics can be described as follows: 

a) Speed: Heuristics model can be applied to provide a dependable way to make search algorithms faster and more efficient to make decisions 

within a short time. Heuristics way of thinking help us to arrive at the best decision, considering the circumstances and available information. 

b) Versatility: Heuristics have a wide range of applications, from daily living to professional fields like computer science, social engineering, 

medical systems and so on. Applying a heuristic model allows to improve the functions of the algorithms and to obtain feedback early in the 

design process. 

c) Economical: Heuristics contributes to efficiency, creative thinking, and problem-solving skills; as it enables to adapt effectively within 

available factors, variables, information, or available options. Heuristics allows to make quick and sound decisions with the few factors at 

disposal. 

Disadvantages of Heuristics 
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a) Bias: The major pitfall of applying heuristics is its likelihood of encouraging bias. Heuristics model helps to think quickly based on the 

assumptions about the future using past events. This assessment can affect to determine the real value. 

b) Inaccuracy: Heuristics are instrumental in making various decisions, the speed and faulty information involved may lead to inaccurate 

judgments, assumptions, and choices. Heuristics can make the decision susceptible to sensational and inaccurate information. 

c) Dependent Patterns: Heuristics are vital to make quick decisions, but the temptation can arise after easing into a pattern of fast decisions. 

Rational decisions usually require to consider all the available factors along with the goal. It is important to avoid cycles of quick and inaccurate 

decisions by considering the implications of using heuristics when opportunities for more effective decisions present themselves. 

2. Literature review 

According to Glover (1997), meta-heuristics “refers to a master strategy that guides and modifies other heuristics to produce solutions beyond those that 

are normally generated in a quest for local optimality”. Basically, a meta-heuristic is a top-level strategy that guides an underlying heuristic solving a 

given problem. Glover and Laguna (1997) further defined meta-heuristics as “it in their modern forms are based on a variety of interpretations of what 

constitutes intelligent search”. We may also consider the following definition: “a meta-heuristic is an iterative generation process which guides a 

subordinate heuristic by combining intelligently different concepts for exploring and exploiting the search spaces using learning strategies to structure 

information in order to find efficiently near-optimal solutions”, (Osman &  Kelly, 1996). There are several important meta-heuristics which 

originated from different settings such as psychology (“learning”), biology (“evolution”), physics (“annealing”), and neurology (“nerve impulses”) have 

served as a starting point. There are many local search based meta-heuristics like Greedy Randomized Adaptive Search (replicating a search procedure 

to determine a local optimum), the pilot method (look ahead mechanism of the pilot method is related to increased neighborhood depths to exploit the 

evaluation of neighbour at larger depths to guide the neighbor selection at depth one), variable neighborhood search (changing the neighborhood during 

the search in a systematic way and explores increasingly distant neighborhoods of the current incumbent solution and finds a new solution, if an 

improvement has been made). The simulated annealing (SA) extends basic local search by allowing moves to inferior solutions. The basic algorithm of 

SA may be described as follows: successively a candidate move is randomly selected; this move is accepted if it leads to a solution with a better objective 

function value than the current solution, otherwise the move is accepted with a probability that depends on the deterioration of the objective function 

value. 

Simulated annealing is further developed to overcome performing deteriorating moves when no improving moves exist. At each iteration a best admissible 

neighbor may be selected. Tabu search (TS) overcome this limitation by guiding local search approaches reaching local optimality. This is done by a 

dynamic transformation of the local neighborhood. TS used in many forms based on move attributes and tabu navigation method. 

Various Evolutionary algorithms applied to solve heuristics problems in diversified areas. These concepts consist of genetic algorithms (Goldberg, 1989) 

and (Holland, 1975), evolutionary strategies (Hoffmiester & Back, 1991), evolutionary programs (Fogel, 1993), scatter search (Glover, 1977 & 1995), 

memetic algorithms (Moscato, 1993), ant-colony optimization (Dorigo et al, 1996); Stutzle & Hoos (1999), Taillard (2000), and particle swarm 

optimization etc. Genetic algorithms are a class of adaptive search procedures based on the principles derived from the dynamics of natural population 

genetics. One of the most crucial ideas for a successful implementation of a genetic algorithm (GA) is the representation of an underlying problem by a 

suitable scheme. One of the recently explored concepts within intelligent search is the ant system, a dynamic optimization process reflecting the natural 

interaction between ants, searching for food. The ants’ ways are influenced by two different kinds of search criteria. The first one is the local visibility of 

food and the second one is based on the fact that each ant’s way through its food space is affected by the other ants’ trails as indicators for possibly good 

directions. 

3. Application of heuristics in job-shop scheduling 

Many decision-making problems in business and economics including those in manufacturing, location routing, transport, scheduling, and inventory may 

be formulated as optimization problems. These problems are too difficult to solve within a reasonable amount of time. In those scenarios, heuristics 

become the method of choice to obtain a quality of solution. Due to the complexity of many of the optimization problems, where exact algorithms often 

perform poorly, heuristic algorithms are conspicuously preferable in those practical applications. Heuristics applied as a local search approach has been 

developed to improve given feasible solutions. To overcome the drawback of continuing search beyond local optima, meta-heuristics like tabu search is 

applied to solve optimization problems. 

The job-shop scheduling is a well-known classical problem. Due to its complexity and wide applications, many researchers have paid attention. Most 

researchers have focused on minimization of the makespan, while less attention paid on other scheduling criteria (Braune, Zäpfel, & Affenzeller, 2012). 

Braune et. al. proposed method for single machine scheduling problems of weighted tardiness job shops. They factored other parameters like delayed 

precedence constraints, multiple local due dates per operation and an objective function with a weighted sum of maximum tardiness values. Bennell et. 

al. (2017) and Boysen et. al. (2015) further introduced the performance of the real-world systems and operations. 

Cheng et. al. (2021) applied heuristics method to solve just-in-time job-shop (JIT-JSS) scheduling problem to determine operation completion time. The 

variable neighbourhood search (VNS) is applied to solve JIT-JSS to generate a schedule. The problem of job-shop scheduling has many variants like 

measurement of customer satisfaction as a function of tardiness (Zhou, Cheung, & Leung, 2009), reducing the warehousing and inventory costs by 
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minimizing functions of earliness (Wan & Yen, 2009). In a job-shop scheduling problem the target is to minimize the completion of each operation within 

stipulated schedule. We can classify just-in-time manufacturing into two categories, one is completion of jobs within due dates and the other one is 

completion of operation level (Bürgy & Bülbül, 2018) within due dates. The researchers applied tabu search heuristics to minimize cost functions for 

operation start time and the differences between the start times of arbitrary pairs of operations. Over a period, various researchers formulated earliness-

tardiness job-shop scheduling problem from various aspects, where they applied linear programming, hybrid solution algorithm (Beck & Refalo, 2003), 

large neighbourhood search (Danna, Rothberg, & Le Pape, 2003), cost directed initialization (Kelbel & Hanzálek, 2007; Kelbel & Hanzálek, 2011) etc. 

In job-shop scheduling, machine breakdown time and inventory cost for the operations are two important aspects. To fine optimal release time, one should 

target to minimize the tardiness and inventory cost together. Al-Salem, Bedoya-Valencia, and Rabadi (2016) developed dynamic programming 

algorithm for two-machine job-shop scheduling problem with a common due-date for a set of jobs. 

To solve JIT-JSS problem heuristics and meta-heuristics technique have also been applied by many researchers. Araujo, dos Santos, and Arroyo (2009) 

developed a genetic algorithm, which was further developed by formulating hybrid method evolutionary algorithm to find the optimal schedule for a 

given sequence. Wang and Li (2014) applied a similar approach to that of Dos Santos et al. (2010) and formulated a mathematical programming model 

with variable neighbourhood search (VNS) algorithm to evaluate the sequences and to optimally schedule the jobs in a given sequence.  

4. Application of heuristics in logistics/vehicle routing problem 

One of the critical and significant aspect of supply chain management is vehicle routing problem (VRP) or logistics (Zhang & Gui et. al., 2021). 

Globalization and international trade have instigated for the development of global logistics and supply chains.  Vehicle routing problem is very crucial 

part of supply chain, to develop a good logistics system. The dynamic and stochastic vehicle routing problems have received attention in the last two 

decades. This problem is to minimize the traveling distance of vehicles under the condition that every customer must be serviced by a vehicle 

(Hashimoto, Hu, Okamoto, 2022). It also comprises of schedule of the vehicles along with the routes. The routing of the vehicles depends on many 

parameters and priorities within the supply chain. The vehicle route scheduling problem commonly formulated as a liner programming problem, though 

many heuristics methodologies like local search methods, the cross-exchange neighborhood and the Or-opt neighborhood have also been applied. The 

vehicle routing problem raises concern when it comes for distribution of perishable goods maintaining its quality. The problem gets more complicated 

when dynamic order processing is considered in real scheduling environment (Zhang et. al., 2022). Many aspects have been incorporated into this problem, 

like minimizing loss of vehicles, refrigeration consumption, cargo damage (Hu & Qi, 2020), multi-depot VRP to minimize the total cost of fresh products 

distribution, minimization of carbon emission (Lim et. al., 2020; Tseng et. al., 2019; Zhou et. al. 2019) etc. Further Wang et. al. (2018) reformulated 

muti-depot VRP and distribution location together.  

The ant colony optimization (ACO) and its variant named ant colony system (ACS) have been used to solve many combinatorial real-world optimization 

problems (Zhan et. al., 2022 & Zhang et. al., 2022). Sangaiah et. al. (2018) developed metaheuristics method based on Adaptive Large Neighborhood 

Search (ALNS) algorithm, to solve Dynamic Vehicle Routing Problem (DVRP) with limited vehicles and hard-time windows. Yang et. al. (2017) worked 

on variant of vehicle routing problem with dynamically changing orders and time windows. In real-world, during operation time, often demands change - 

new orders placed and others are canceled. To address this scenario, to generate new schedules on-the-fly, a multiple ant colony algorithm combined with 

powerful local search procedures is proposed with time windows. This problem is further twisted by introducing minimum cost routes of a similar vehicles 

to meet the demand within time windows, while order from new customers can be allocated to vehicles (Reimann et. al., 2021). Considering known 

customers, static route is prepared first and then routes are re-optimized repeatedly either continuously or periodically. A different aspect of delivery can 

be priority of the customers, where priority customers are served earlier compared to non-priority customers. Barma et. al., 2022 applied a hybrid 

metaheuristic, based on Greedy Randomized Adaptive Search Procedure (GRASP) and Non-dominated Sorting Genetic Algorithm (NSGAII) to minimize 

customers’ average latency along with minimum distance traveled by all the vehicles. The vehicle routing problem can be looked upon from different 

angle, where environment is a critical factor due to heavy vehicle movement. Yagmur & Kesen (2023) combined vehicle routing problem with production 

scheduling. Their objective was to minimize the total amount of CO2 emitted by the vehicles and to minimize the maximum tardiness resulting from late 

deliveries. To build vehicle routing mechanism, it is essential to consider acquisition cost of the vehicles, where vehicles can be composed of various 

types like electric and conventional cars. Masmoudi et. al. (2022) introduces number of vehicles and combination of vehicles to plan a set of different 

vehicle routes to serve a set of clients. This type of situation comes in real life when clients may require multiple visits within specified time window. 

The researchers presented a mixed integer linear-programming formulation and developed a multi-start Adaptive Large Neighborhood Search with 

threshold accepting algorithm. 

To mention a few meta-heuristics technique, inspired from nature, like Flower Pollination optimization (Zhou et. al., 2016), Brain storm optimization 

(Huang et. al., 2016; Ke, 2018; Chen et. al., 2019; Dolicanin et. al., 2018), Whale optimization algorithm (Mirjalili & Lewis, 2016), Pigeon-inspired 

optimization (Zhang et. al., 2019; Duan et. al., 2018), Elephants Herding optimization (Coelho et. al., 2015), and Rhino herd behavior (Zenger et. al., 

2018) etc. have been applied to vehicle routing optimization. Though few nature-inspired biological phenomena have been applied to VRP, but those are 

yet to be explored further. There is an opportunity to work on these recent metaheuristics methods and to apply to complex formulation of the VRP. 

5. Relevance of the study 

The relevance of this study is to explore the development and formulation of job-shop scheduling problem and vehicle routing problem over the years 

and to demonstrate how various methodologies have been applied to solve these problems. Our objective can be summarized as below: 

https://tus.elsevierpure.com/en/persons/yannan-hu
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• Review the literature of job-shop scheduling problem and vehicle routing problem. 

• Identify the types of job-shop scheduling problem and related constraints in various phases of production environment. 

• Development of logistics from discrete environment to integrated logistics systems. 

• Identify the methodologies used by various researchers to optimize various constraints in different complex real-life situation. 

• Application of different heuristics techniques contributed to the solution of diversified and integrated job-shop scheduling problem and vehicle 

routing problem. 

6. Research Gap 

Researchers may focus on to improve and upgrade the existing research methods to obtain better scheduling results. Each algorithm has its own advantages 

and disadvantages. Different methodologies can be combined to solve the job shop scheduling problem more efficiently. Integrating different research 

methods, researchers can complement various research methods in solving job shop scheduling problems. The dynamic nature of job-shop scheduling 

problem has increased its complexity many folds. The job-shop scheduling problem should be integrated with multi-machines, multi-resources with 

multiple factories and logistics systems. Thus, we should shift our focus to smart distributed scheduling modeling and optimization. Hence, there is an 

ample opportunity to optimize production schedule with other domain of supply chain and formulate job-shop scheduling problem  

The vehicle routing problem can be investigated further by introducing available resources to operate the vehicles. Among the fleet of available vehicles, 

the performance of each vehicle cannot be same. This factor can be introduced in the problem by considering the maximum distance that can be covered 

by a vehicle within specified time window. Heuristics approach of cost minimization of total delivery system may be formulated within a specific 

geographical area with a combination of few large and many small vehicles of different energy system. Due to necessity of global supply chain framework, 

a very large-scale real-world optimization has emerged as a promising area to develop and to solve vehicle routing problem. Building a large-scale 

logistics system require coordination among global players to share their services for mutual benefit. Sharing information timely within the supply chain 

actors ensure smooth transportation across the globe. To achieve these objectives, multitask optimization (Gupta et. al., 2016), multifactorial evolution 

(Feng et. al., 2015) and federated optimization technique (McMahan et. al., 2016) can be applied for better result. 

7. Conclusion 

This paper studies relevant articles on job-shop scheduling problem and vehicle routing problem, the two important domains of supply chain management. 

Our study reveals that, with the increasing complexity of supply chain management, both problems have shifted their nature from discrete to integrated 

environment. Initially both the problems have been formulated in isolation where each stage is locally optimized. Growing demand and integrated natured 

of business environment have compelled to explore these in different ways. In these scenarios, the focus shifted from local optimization to global search 

and optimization. The integration of sub-systems was not much effective to achieve global optimization, where development of heuristics and combination 

of multiple methodologies have evolved and transformed the solution at optimum level. With the advancement of technology and growing demand of 

just-in-time delivery, there is further opportunity to look at the job-shop and vehicle routing problem in a different manner, which is outlined in the section 

of research gap. 
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