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A B S T R A C T 

When it comes to the spread of diseases like lung cancer, autism, asthma, low birthweight, and others, air pollution is a significant environmental risk factor. To 

protect the health and welfare of its citizens, governments in emerging nations must play a significant role in regulating air quality. 

Localized variations in air pollution result from a variety of pollutant sources, including combustion of fossil fuels, excessive traffic congestion, industrial pollutants, 

and atmospheric conditions. 

Today, practically all industrial and metropolitan regions require the government to analyse and preserve the quality of the air, making it one of their most important 

tasks. The concentrations of air pollutants such SO2, NO, PM2.5, O3, and PM10 are examined in this study using machine learning methods. 

This model assesses the air quality based on various pollutant concentrations to efficiently extract characteristics and make judgements. A machine learning model 

is developed to anticipate the air quality index based on past air quality data using linear regression and the SARIMA model. The trials' findings show that the 

proposed model may be used to monitor air quality and predict its level in the future. The model's performance on the train data is 71.69%. 
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1. Introduction 

Recent invention has accelerated the pace of development. This would lead to a range of seriousenvironmental issues, such as air pollution, sound 

pollution, deforestation, water pollution, acidrain, the manufacturing of toxic compounds, and others when coupled with a dramatic increasein the number 

of people and automobiles. Industrialization has greatly risen to keep up with the demands of a growing population. This might result in the release of 

harmful gases into theenvironment from a number of industries, which could have a significant impact on air pollution in urban areas throughout the 

world. This demonstrates that due to the high concentration of hazardous gases and other airborne particles that have a detrimental influence on people's 

health, the air that people are inhaling is not clean but rather contaminated. Pollution causes a reduction in air quality. 

Air pollution is a major problem in the majority of urban places. Residents need to pay attentionto the air they are breathing. The National Ambient Air 

Monitoring Network produces data thatillustrates the various air pollution concentrations at various levels, however this data is challenging for the 

common individual to interpret. As a result, India's cities' national Air Quality Index (AQI) is created by the Central Pollution Control Board (CPCB). 

Information about a location's degree of air pollution is available from the air quality index (AQI). This demonstrates that the AQI connects to a variety 

of detrimental health impacts and assesses theactual air quality around us in a meaningful way. 

According to the CPCB, the AQI (Benzene) will be calculated using 12 air pollutants, includingNO2, SO2, CO, O3, PM10, PM2.5, NH3, toluene, and 

xylene. The criterion pollutants (i.e., PM10, PM2.5, SO2, NO2, CO, and O3) are usually used to calculate the AQI, even though it may be challenging to 

employ several of the pollutants from the list of 12 pollutants. The AQIobjectives, the average period, the data available, the frequency of monitoring, 

and themeasurement methods, on the other hand, are dependent on the removal of pollutants. The AQIis a figure that government agencies use to assess 

air pollution levels and educate the public, according to a straightforward definition 

2. Literature Review 

K. Mahesh Babu and J. Rene Beulah [1] Data preparation and purification, record-missing detection, thorough review, model creation, and model 

evaluation were the first steps in the analytical process. When compared to classification records on the public test set, the decision tree approach procedure 

exhibits exceptional accuracy. This approach can assist India's urban regions in forecasting the future of air quality and its reputation based on their 

capacity to respond. 

Khalid M. O. Nahar and Mohammad Ashraf Ottom both [2] The Air Quality Index (AQI) in the various nations, each of which utilizes a distinct 

management plan, must be recognised in order to calculate the amount of pollutants and pollution. The main polluting cause that contributes to the 
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impurity of the air is specified in the classification of the AQ as a polluted zone. This model (DT) uses machine learning methods including decision trees 

and logistic regression. It is possible to predict the polluting component using this model and the daily measurements. 

Gaurav Shilimkar, Shivam Pisal, and Ritik Sharma [3] The Python machine learning methodsapplied in this model were tested using Jupiter notebook. 

At the outset of the model, the key elements that are taken into account for the outcome are selected. Since these features are related, the model can be 

trained using them. The air quality list is predicted by this model employing original computations including direct relapse, Decision Tree, and SARIMA 

Model. The results show that neither the Decision Tree nor the SARIMA Model computation can forecast air quality with greater accuracy 

Avnish Bora and Laxmi Chaudhary both [4] For model training, this model gathers the requireddata from modern IOT devices using a variety of sensors 

and devices. The development of cities in the future will necessitate a greater knowledge of air quality issues, which may be researched and assessed 

utilizing machine learning-based AI algorithm models. These new innovations, such portable electronics and inexpensive sensors, effectively provide the 

model with vast amounts of data. It helps to reduce air pollution, which reduces the likelihood that individuals may have health issues. It also helps make 

other species in our surroundings, suchplants and animals, live longer. 

Both Heniel Kashyap and Udit Ranjan Kalita [5] The biggest problem that many developing nations have is air pollution. Pollution is now becoming 

worse and worse every day for a variety of reasons, including industry, population increase, the development of new technology,the chemical industry, 

and many other sectors. This technique takes use of semiconductor sensors, such as the MQ9 and MQ7, which can anticipate the AQI and identify some 

air pollution-causing agents. 

3. PROPOSED SYSTEM 

The goal of the suggested approach is to raise awareness of the Air Quality Index (AQI), a statistic used to assess air quality, among the general public. 

Whether or if the environment's living things, including people, are at risk from the air.The process of developing the model starts with gathering the 

appropriate data. The Central Pollution Control Board (CPCB) websiteis where the dataset was obtained. Pre-processing the gathered data is necessary 

after acquiring the necessary data. The process of feature selection eliminates unnecessary records while taking into account the information required to 

forecast the AQI. Also, the dataset is shown. 

Next, a data cleaning process was carried out because the model has to be more accurate. To improve the model's score during this phase of missing value 

treatment, the outlier is checked. The model is then trained using machine learning methods like linear regression and the SARIMA Model using cleaned 

train data, and test data is used to calculate the model's accuracy score. In addition to showing the user the category that the AQI value belongs to, the 

model also displays the AQI value. Because the model needs to be more accurate, the data was then cleaned. At this stage of the missing value treatment, 

outliers are examined in order to increasethe model's accuracy. The model is then trained using machine learning methods like linear regression and the 

SARIMA Model using cleaned train data, and its accuracy is tested using test data. 

4. IMPLEMENTATION AND PROCESS 

1. Dataset : 

The dataset that is available on the CPCB website contains over 30,000 data tuples with more than 16 characteristics. The increased dimensionality has 

a detrimental effect on the model construction. Among the characteristics were forecasts for the pollution levels of 4 distinct pollutants. Therefore, we 

diluted all pollutants to NO2 levels. The same approach may be usedto other pollutant qualities depending on the circumstance. Additionally, the data 

spans six years and includes hourly figures for each day. The parameters used in the data collection (O3) comprised particulate matter (PM2.5 and PM10), 

nitrogen monoxide (NO), nitrogen dioxide (NO2), nitrogen oxide (NOx), ammonia (NH3), carbon monoxide (CO), Sulphur dioxide (SO2), and ozone. 

2. Data Pre-Processing : 

Use the AQI, PM10, and CO measures to analyse the data and plot the most polluted cities. Data pre-processing is a data mining technique used to 

transform the raw data into an effectiveand usable shape. According to the results for the AQI, PM10, and CO measures, the following figure shows the 

cities with the highest levels of pollution in the dataset. 

3. Attribute Selection : 

The new characteristic is selected from the set of attributes that are readily available. The elements that significantly contribute to air pollution and have 

the greatest value row-wise make up the Air Quality Index. 

4. Standard Scaler : 

By using the Standard Scaler tool, one may scale the value distribution in machine learning so that the mean and standard deviation of the observed data 

are both 0. On the basis of this model,I'll show how to use Standard Scaler in machine learning. The functional range of the input dataset is normalized 

using Standard Scaler, a crucial tool that is frequently used as a pre- processing step before many machine learning models. Standard Scaler comes into 

play when the input dataset's characteristics vary noticeably across their respective ranges or are just measured in various units of measurement. 
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After using Standard Scaler to remove the mean, the data are scaled to the unit variance. However, outliers have an impact that narrows the range of 

characteristic values whencalculating the empirical mean and standard deviation. These changes in the initial characteristics may cause problems for a 

number of machine learning models. If one of the qualities in a model that calculates distance, for example, has a wide range of values, that particular 

characteristic will determine how far something is. 

The Standard Scaler is founded on the idea that variables measured at different scales don't all contribute equally to the model's fit and learning function, 

and they could even introduce bias.We must thus normalise the data ( μ = 0, σ = 1) that is frequently used to solve this possible problem before including 

it into the machine learning model. Characteristics are made uniformby getting rid of the mean and scaling to one variance. The formula for calculating 

a sample's standard score is z = (x - u) / s. 

5. Data Cleaning : 

Data cleansing is a vital stage in the data preparation process. If the raw data is not cleaned,the results of the model may suffer, and the model may not 

be suitable for the dataset. Manual data cleansing is insufficient, therefore I use the strategies listed below: For better outcomes, look for missing values 

and use the median function to fill in any empty numbers.Find any duplicate values, then get rid of them. 

6. Data Visualization : 

For both small- and large-scale data presentations, data visualisation, or the graphic representation of information and data, is crucial. Using data 

visualisation tools, which includegraphic components like charts, graphs, and maps, is a comprehensible approach to spot trends,outliers, and patterns in 

data. 

7. Linear Regression 

Probabilistically, linear regression was where most academicians first experimented with machine learning. The core principle guiding its operation is 

the fitting of one or more. Typically, n-variable datasets are represented as an n-dimensional line with independent variables and the dependent variable. 

A maximum number of mistakes would be avoided, according to the line's designers, if all the occurrences could fit within it. By adjusting the model's 

parameters, linear regression is possible to continuously learn under machine learning. 

These parameters include x0, x1, x2,..., xp. The method most usually employed for optimization is called gradient descent. All parameters are updated 

by subtracting the previous value from the derivative multiplied by a predetermined learning rate. It works by partially calculating the loss function. The 

easiest way to change the learning rate is by trial and error, although more complicated methods, such meta-heuristics, can also be utilized. Another 

variable that may still be changed is how much generality the model introduces. Reducing the possibility of overfitting and enhancing the model's 

resilience are key components of regularization. In linear regression, two regularization techniques are used: Lazo and ridge regression. When a feature's 

coefficient is set to zero, lasso regularization will maintain any significant features and discard any less-significant ones. The goal of ridge regularization, 

in contrast, is not to eliminate a feature but to lower the size of the coefficients to obtain a lesservariance in the model. 

8. SARIMA Model 

Temporary SARIMA ARIMA, or, to be more precise, ARIMA with a seasonal component. As mentioned earlier, the ARIMA statistical analysis model 

uses time-series data to either better understand the data set or predict future patterns. The modelling of time series data is a highly personalised and 

subjective process. Different parameters can be used for the same time series. As a result, there is no conclusive solution. The best solution is the one that 

solves the demandsof the company in an efficient manner. It might be difficult to fully understand the model- building process due to the amount of 

subjectivity involved. I was able to structure the findingsinto a framework after doing several investigations, presentations, and implementations. 

The mean and variance are consistent throughout the data. As a result, the data do not need tobe changed. Currently, we are examining the information's 

seasonal and trend components. After the model was successfully equipped with the data, it is necessary to look at the residual plots to confirm the model's 

validity. An efficient forecasting technique will result in residualsthat have the qualities listed below: There are some uncorrelated residuals. If there are 

correlations between the residuals, the residuals still have data that can be used to make forecasts. The mean of the residuals is zero. The forecasts are 

inaccurate if the residuals have a mean that is not zero. 

5. RESULT :- 

This model is developed using common machine learning techniques like linear regression andthe SARIMA Model (IDE) with the Python PyCharm 

Integrated Development Environment. mainly because the quantity of airborne contaminants impacts the value of the air quality index. If the value of the 

feature changes concurrently with the value of the independent variable, thenfeatures and independent variables are likely related. 

The model's efficacy (RMSE) may be evaluated using a number of evaluation measures, including Mean Square Error (MSE), R- Square Error, and Root 

Mean Square Error. The data utilised for the trials is split into train and test data, with the model considering 80% of the training data and 20% of the test 

data, which is used to determine whether the model is functioning properly. 
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6. CONCLUSION:- 

With the help of the Air Quality Index (AQI), which determines the amount that the air that webreathe is contaminated, this study aims to fully understand 

the AQI. Understanding the AQI is important because people won't be as concerned about it and less likely to take action to lessen it if they are unaware 

of the worst effects or hazards connected with air pollution. If theyare able to take action, this plan can assist India's meteorological division in predicting 

the future of air quality and its reputation. The accuracy of the model, as determined by R- square,is 71.69% for train data and 72.10% overall. Together 

with that, it is anticipated that modules like figuring out which pollutant caused the value, which age group of people is affected the most, what precautions 

need to be taken, and what preventative measures to lower the AQI need to be displayed on the model, would be included. 

FUTURE WORK:- 

1. The model must determine the pollutant that caused the value to arise. 

2. The two questions are which age groups are most impacted and what safety precautionsare to be taken. 

3. The model would do well to display the preventive steps being done to reduce the AQI. 
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