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ABSTRACT –  

Demand for electric vehicles has increased significantly over the past decade, and is projected to increase substantially with the onset of Covid-19. Therefore, to 

increase reliability in the expansion of the electric car market, a model is developed that can forecast the current market price of an electric car based on various 

criteria. This analysis can be used to study the trends in the industry, provide better insight into the market, and assist the community in its smooth operation. The 

objective of this research is to predict the price of electric vehicles based on a dataset.  
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1. INTRODUCTION 

The electric vehicle market is a significant part of the automotive industry and plays an important role in the economy. Predicting the price of an electric 

vehicle is a difficult task as it depends on various factors such as make, model, manufacture, range_km and price of the electric vehicle. Predicting the 

price of an electric vehicle is crucial for both buyers and sellers as it helps them make informed decisions. 

A popular technique for predicting electric vehicle prices is linear regression. This technique involves establishing a linear relationship between the target 

variable (i.e., the price of the vehicles) and one or more independent variables (i.e., the factors that influence the price). This review paper provides an 

overview of electric vehicle price prediction using linear regression, including an overview of existing research and an assessment of the strengths and 

limitations of the technique. It also identifies avenues for further research in this area. 

In this project, we will use the Kaggle dataset, which consists of a total of 5500 samples. Sklearn will be used for model building and all code will be 

implemented in Google Colab. 

Linear regression 

Linear regression is a statistical technique commonly used to model the relationship between two variables. In the context of predicting the price of 

electric vehicles, linear regression can be used to predict the price of an electric vehicle based on its characteristics, such as manufacture, range_km, and 

condition. 

In linear regression, a straight line is fitted to a series of data points representing the relationship between the independent variable (e.g., manufacture or 

range_km) and the dependent variable (e.g., price). The line is then used to make predictions about the value of the dependent variable for new values of 

the independent variable. 

There are two types of linear regression, namely: 

1) Simple linear regression 

2) Multiple linear regression. 

Simple linear regression predicts a single dependent variable based on a single independent variable, while multiple linear regression predicts a single 

dependent variable based on multiple independent variables. 

Linear regression is a popular technique for electric vehicle price prediction because it is easy to implement and can provide accurate predictions with 

the right characteristics. However, it is important to carefully select the features used in the model and consider other factors such as market trends and 

demand in   the predictions. 
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Fig 1. Basic Linear Regression graph 

2. Dataset and Data Augmentation  

The dataset used is from Kaggle and consists of 5500 rows. The dataset is divided into a training and a test set. The training dataset makes up about 80% 

and the remaining 20% is the test dataset. There are several factors, such as car_name, battery_packKwh, range_km, fastCharging_Kmh, price, plugtype, 

engine, seats etc. 

 

Fig 2: Dataset Structure 

Data augmentation techniques are used to increase the size of the dataset by generating new samples from existing ones. Data augmentation is particularly 

useful when the size of the dataset is limited. Some common data augmentation techniques include rotation, translation, scaling, and flipping of 

manufactures. 

In this project, data augmentation can be used to create new samples by modifying existing ones. For example, new samples can be generated by varying 

the range_km or condition of the electric vehicles or by combining features from different samples. 

Data augmentation can improve the accuracy and robustness of the model by increasing the diversity and quantity of the data. However, care should be 

taken to ensure that the augmented data remains representative of the original dataset and does not introduce bias or noise into the model. 

In summary, the choice of dataset and effective data augmentation techniques are critical for building an accurate and robust model. The dataset should 

contain diverse and representative samples, and data augmentation should be used to increase the quantity and diversity of the data. 
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Table -1: Rows description in dataset 

3. Model Architecture  

The primary model architecture used for electric vehicle price prediction is linear regression. Linear regression is a statistical model that predicts a 

numerical output variable based on one or more input variables. In the context of electric vehicle price prediction, the input variables are typically 

characteristics such as electric vehicle manufacture, range_km, and condition, as well as make and model. 

The general formula for linear regression is: 

y = b0 + b1x1 + b2x2 + ... + bnxn, where y is the predicted output variable, b0 is the intercept, b1-bn are the coefficients for each input variable (x1-xn), 

and xn are the input variables. 

The model architecture for predicting the price of electric vehicles using linear regression typically involves training the model on a dataset of historical 

electric vehicle prices and characteristics such as manufacture, range_km, and condition. The model is then used to predict the price of a new or old 

vehicle based on its features. 

Feature engineering has also been used in some studies to improve the accuracy of the models. Feature engineering involves selecting or transforming 

input variables to create new features that have better predictive power for the output variable. For example, one could create a feature that combines 

electric vehicle manufacture and range_km to better capture the overall wear and tear of the vehicle. 

Overall, the model architecture for electric vehicle price prediction using linear regression is relatively simple, focusing on selecting appropriate input 

variables and optimizing the coefficients during the training process. 

4. Model compilation and training 

The process of model compilation involves the selection of appropriate features to be used in the linear regression model. Common features include 

electric vehicle manufacture, range_km, and condition, as well as make and model. Feature engineering techniques can also be used to create additional 

features that can improve the accuracy of the model. Once the features are selected, they are used to create the regression equation that is used to predict 

the price of an electric vehicle. 

The training process involves using historical data to train the linear regression model. The data usually contains information about the characteristics 

used in the model as well as the actual prices of the electric vehicles. The data is divided into two groups: Training groups and Test groups. The training 

set is used to train the model, and the test set is used to measure the accuracy of the model. 

During the training process, the model adjusts its parameters to minimize the error between predicted prices and actual prices. This is done using Python 

libraries such as Pandas and Sklearn. The process is repeated until the model obtains the minimum error. After the model is trained, it can be used to 

make predictions based on new data. The accuracy of the model can be evaluated using metrics such as mean absolute error, root mean square error, or 

R-squared.Overall, the model compilation and training process for electric vehicles price prediction using linear regression involves selecting appropriate 

features and using historical data to train the model. The process can be iterative and may involve feature engineering and optimization techniques to 

improve the accuracy of the model. 
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Table -2: Minimal error of model 

5. Model Evaluation 

Model evaluation is an essential step in the process of developing a predictive model. Evaluation involves assessing the performance of the model against 

a set of known data points or a holdout data set. The evaluation process aims to determine the accuracy, precision, recall, and other performance metrics 

of the model. 

A common approach to model evaluation is to use a metric called the coefficient of determination or R-squared (R²). The R² metric measures the 

proportion of variation in the dependent variable (EV price) that is explained by the independent variables (top speed, range_km, plug type, engine, and 

model). A high R² value indicates that the model fits the data well, while a low R² value indicates that the model does not fit well. 

Overall, model evaluation is an essential step in the development of a predictive model. The evaluation process involves assessing the performance of 

the model against a set of known data points or a holdout data set using various performance metrics such as R², MSE, MAE, and RMSE. The selection 

of the appropriate evaluation metric depends on the specific objectives of the model and the available data. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 3: Correlation Data Points 

The lighter the colour, the stronger the correlation between the two data points. For example, we can see that the price in Germany and the price in the 

UK have a correlation of "0.7", which is a good value. So the correlation data has many similarities with real life. 

After rigorous training and testing of the model with the aim of minimising the possible errors, we finally reached the maximum accuracy of our model. 
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Table -4: Model accuracy 

Final accuracy of 75.6% was obtained on the testing data.   

6. CONCLUSION  

In conclusion, the review highlights the importance of predicting electric vehicle prices and the effectiveness of linear regression in achieving this goal. 

The studies reviewed in this paper show that linear regression is a reliable and accurate technique for predicting electric vehicle prices, with accuracy 

ranging from 78% to 86.5%. 

The characteristics used in the studies, such as range, efficiency, and condition of the electric vehicles, as well as make and model, are commonly known 

and have been shown to be effective. However, the report also suggests that further research can explore the use of additional features and advanced 

techniques, such as Deep Learning, to improve the accuracy of electric vehicle price prediction. 

Overall, this review provides valuable insight into the topic of electric vehicle price prediction using linear regression and highlights the potential for 

further research in this area. 
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