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ABSTRACT -

In today's world, owning a car is a necessity for various purposes, such as transportation to work and medical appointments. However, due to current economic
challenges, purchasing a new car can be a financial burden. Consequently, the demand for affordable used cars has increased, making used car pricing a significant
issue that could impact our sustainable way of living. This research aims to address this problem and provide practical solutions by utilizing various machine
learning techniques and big data tools to estimate used car prices. Specifically, we develop a linear regression model that ensures accuracy with minimal errors
and better results.
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1. INTRODUCTION

The used car market is a significant part of the automotive industry and plays an important role in the economy. Predicting the price of a used car is a
challenging task as it depends on various factors, such as the make, model, manufacture, kms_driven, and condition of the vehicle. The prediction of used
car prices is crucial for both buyers and sellers, as it helps them make informed decisions.

One popular technique for predicting used car prices is linear regression. The technique involves establishing a linear relationship between the target
variable (i.e., the price of the car) and one or more independent variables (i.e., the factors affecting the price). This review paper provides an overview of
old car price prediction using linear regression, including a review of existing research and an assessment of the strengths and limitations of the technique.
The paper also suggests avenues for further research in this area.

In this project we will be using the Kaggle data set consisting of a total 5500 samples. sklearn would be used for model building and all the code would
be implemented on google colab.

2. Linear regression
Linear regression is a statistical technique that is commonly used to model the relationship between two variables. In the context of used car price
prediction, linear regression can be used to predict the price of a used car based on itscharacteristics, such as manufacture, kms_driven, and condition.

Linear regression works by fitting a straight line to a set of data points that represent the relationship between the independent variable (such as
manufacture or kms_driven) and the dependent variable (such as price). The line is then used to make predictions about the value of the dependent
variable for new values of the independent variable.

Two types of linear regression exist and they are :
1) Simple linear regression
2) Multiple linear regression.

Simple linear regression involves predicting a single dependent variable based on a single independent variable, while multiple linear regression involves
predicting a single dependent variable based on multiple independent variables.

Linear regression is a popular technique for old car price prediction because it is simple to implement and can provide accurate predictions with the right
set of features. However, it is important to carefully select the features used in the model and to consider other factors, such as market trends and demand,
when making predictions.
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Fig 1. Basic Linear Regression graph

3. Dataset and Data Augmentation

The dataset used is taken from Kaggle which consists of 5500 rows. The dataset is further divided into training and testing sets. The training set is about
80% and the remaining 20% is the testing dataset. There are various factors involved such as car_name, transmission, ownership, price, kms_driven,
fuel_type, engine, seats etc.

ca_npeme car_prices_in_tupee  bms_drives  feel_type tramsmission  ownenssip manufacture engine Seats
0 Jeep Compass 2.0 Longitude Option 85IV 10.03 Lakh B5.226kms  Dicsel Manusal 151 Owmner 2017 1956¢c  55eas
1 Remauh Duster RXZ Turbo ONT 12,43 Lakh 132¢8kms  Petrol Automatic 15t Owner 001 1330 SSeats
2 Towota Camry 256G 16,40 Lakh 60343%kms - Petrol  Automatic st Dwner 2006 24 ¢ 55eats
3 Honda lazz VX CVT 7.77 Laka 26596 kms  Petrol Actomatic  1st Owner 18 1198 cc 552t
4 Volkawagen Polo 1.2 W™ Highlne 5151ak 60414kms  Pewol Manus! 15t Owner 2016 1199 ¢cc  55eats
3 Vokswages Vento 1.2 TSI Hghline AT 7.66 Lakh 28 714kms  Petrol  Actomatic  1st Owmer W17 1197 5S5ean
& Vokywagen Vento 1.2 TSI Hghline Plus AT 753 Lakn 43588kms  Petrol  Agtomatic  1st Owmer 017 1197 cc  55eat
7 Honda WR-V VK Diesel 11.80 Lakh 14470 kms  Diesel Manusl 15t Owmer 2001 4S8 cc  5S5eats
£ Honda Cry i VIEC TVI SV 699 Lakh 21829kms  Petrol Automatic 15t Qwnar 015 1497 ¢cc 5500
S Renault Duster Petral RS OVT 7.53 Laky 31.750kms  Petrol Autamstic 181 Owmer 3017 1498 ¢cc  SSeats
10 Maruti Baleno 1.2 Alpha 643 Laln 38,203 kms Petrol Manual 15t Owner 017 1197cc  SSeans
11 Honda Cy | VIEC VT SV 543 Lakd 130,284 ks Petrol  Automatic 15t Owner 2016 1497 cc 558y
12 Mahindra XUV Wh 462 Laln 10381 kms  Petrol Manua! 18t Owner W20 1197 5500
13 Jesp Compass 1.4 Limited Phs BSIV 16.78 Lakh 32378km  Petrol  Actomatic 1t Owner 019 1368 ¢cc  S5Seahy
14 Honda Cay VMT 10.03 Lakh 38506 kms  Petrol Manua! 13t Owner 2000 14%8cc 5 Seany
15 Hyunda Grand (10 AT Asta 563 Lak» 59313kms  Petrol  Automatic  2nd Owner 2016 1197¢c  55est
16 Hyundsi 120 1.4 Asta 667 Laka 5672kms  Diesel Manual 13t Oamer 017 13%6cc  55eat
17 Macuti Clsz 1.4 Delta 673 Lakn 397 kms  Petrol Manus! nd Qwner W17 1373ec  55ea0s
18 Nissan Micra X1 Opticoal 3171 Lakh 35893 kms  Petrol Manual 2nd Dwner 2015 1198 cc  SSests
19 Maruti Claz Apha Astomatic 85IV £.50 Laln S6000kms  Petrol Automatic 15t Ownar 2019 1482 ¢ 5 Seany
20 Narun Sweft Dzice VXI 434 Lakn 56568 kms  Petrol Manua! 152 Owner 2018 1197 ¢cc 55t
11 Renauk xWi0 RXT 3.11 Lakn &8372%ms  Petrol Manua! 18t Owner M7 e S S0t
22 Femauht YWD XL BSIV 3.70 Lakn 17346km  Petrol Manus! 19 Owner 2019 798 cc 5500
3 Jeop Comgass 2.0 Limited Pha BSIV 1558 Lakh 15418kms  Diesel Manus! 15t Ouner 2019 15656¢cc  55can
24 Hyundes Grand 110 1.2 Kappa Magna BSIV 541 Lakh 2123%kms  Petrol Manua! 15t Owmer 2018 1157w S5=ans
25 Macuti Alto K10 LX) 2.8 Laka 62361 kms  Petrol Manual st Owmer Wid 98ex  SS5cats

26 Hyundis Verna 1.6 VIVT 5 Ogtion 388 Lakh 79329kms  Patrol Manua! nd Owmer 015 1581 e 55eams

Fig 2: Dataset Structure

Data augmentation techniques are used to increase the size of the dataset by generating new samples from existing ones. Data augmentation is particularly
useful when the size of the dataset is limited. Some common data augmentation techniques include rotation, translation, scaling, and flipping of
manufactures.

In this project, data augmentation can be used to create new samples by modifying existing ones. For example, new samples can be generated by varying
the kms_driven or condition of the car or by combining features from different samples.

Data augmentation can improve the accuracy and robustness of the model by increasing the diversity and quantity of the data. However, care should be
taken to ensure that the augmented data remains representative of the original dataset and does not introduce bias or noise into the model.
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In summary, the choice of dataset and effective data augmentation techniques are critical for building an accurate and robust model. The dataset should
contain diverse and representative samples, and data augmentation should be used to increase the quantity and diversity of the data.

gelindex: *

olumns

Column on-Null Count Dtype

null

oI

Table -1: Rows description in dataset

4. Model Architecture
The primary model architecture used for old car price prediction is linear regression. Linear regression is a statistical model that predicts a numerical
output variable based on one

or more input variables. In the context of old car price prediction, the input variables would typically be features such as the manufacture, kms_driven,
and condition of the car, as well as the make and model.

The general formula for linear regression is:
y=b0 + blxl +hb2x2 + ... + bnxn
where y is the predicted output variable, b0 is the intercept, b1-bn are the coefficients for each input variable (x1-xn), and xn are the input variables.

The model architecture for old car price prediction using linear regression typically involves training the model on a dataset of historical car prices and
features, such as manufacture, kms_driven, and condition. The model is then used to predict the price of a new or used car based on its features.

Some studies have also used feature engineering to improve the accuracy of their models. Feature engineering involves selecting or transforming input
variables to create new features that are more predictive of the output variable. For example, one could create a feature that combines the manufacture
and kms_driven of the car to better capture the overall wear and tear on the vehicle.

Overall, the model architecture for old car price prediction using linear regression is relatively straightforward, with the primary focus on selecting
appropriate input variables and optimizing the coefficients through the training process.

5. Model Compilation and Training

The model compilation process involves selecting the appropriate features to be used in the linear regression model. Common features include the
manufacture, kms_driven, and condition of the car, as well as the make and model. Feature engineering techniques can also be applied to create additional
features that may improve the accuracy of the model. Once the features have been selected, they are used to create the regression equation, which is used
to predict the price of a used car.

The training process involves using historical data to train the linear regression model. The data typically includes information about the features used in
the model, as well as the actual prices of the used cars. The data is divided into two sets : training sets and testing sets. The training set is used to train the
model, and the testing set is used to measure the accuracy of the model.

During the training process, the model adjusts its parameters to minimize the error between the predicted prices and the actual prices. This is done using
Python libraries such as Pandas and Sklearn. The process is repeated until the model receives the minimum error. After the model has been trained, it can
be used to make predictions based on new data. The Accuracy of the model can be evaluated using metrics such as mean absolute error, mean squared
error, or R-squared.

Overall, the model compilation and training process for old car price prediction using linear regression involves selecting appropriate features and using
historical data to train the model. The process can be iterative and may involve feature engineering and optimization techniques to improve the accuracy
of the model.
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Table -2: Minimal error of model

6. Model Evaluation

Model evaluation is an essential step in the process of developing a predictive model. The evaluation process involves assessing the performance of the
model against a set of known data points, or a holdout dataset. The evaluation process aims to determine the accuracy, precision, recall, and other
performance metrics of the model.

A common approach to model evaluation is to use a metric called the coefficient of determination, or R-squared (R?). The R? metric measures the
proportion of the variation in the dependent variable (car price) that is explained by the independent variables (manufacture, kms_driven, fuel_type,
engine, and model). A high R? value indicates that the model fits the data well, while a low R2 value indicates that the model is not a good fit.

Overall, model evaluation is an essential step in developing a predictive model. The evaluation process involves assessing the performance of the model
against a set of known data points or a holdout dataset using various performance metrics such as R2, MSE, MAE, and RMSE. The selection of the
appropriate evaluation metric depends on the specific goals of the model and the available data.

Table -3: Final Result Per Epoch

After training the model, we have found the predicted values of the model and then by comparing it with the actual value. The graph shown below is
plotted.

S T

Fig 3: Actual label vs Predicted label

After rigorous training and testing of the model with the goal of minimizing the possible errors, we arrived at the final maximum accuracy of our model.
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Table -4: Model accuracy

Final accuracy of 75.6% was obtained on the testing data.

7. CONCLUSION

In conclusion, the review paper highlights the importance of predicting the prices of used cars and the effectiveness of linear regression in achieving this
goal. The studies reviewed in this paper demonstrate that linear regression is a reliable and accurate technique for predicting used car prices, with
accuracies ranging from 78% to 86.5%.

The features used in the studies, such as the age, mileage, and condition of the car, as well as the make and model, are common and have proven to be
effective. However, the review also suggests that further research can explore the use of additional features and advanced techniques, such as deep
learning, to improve the accuracy of old car price prediction.

Overall, this review paper provides valuable insights into the topic of old car price prediction using linear regression and highlights the potential for
further research in this area.
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