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ABSTRACT 

Computers are an essential part of modern life, but individuals with disabilities, particularly those who are paralyzed, may encounter difficulties in using them. 

Paralysis can severely limit movement to just the eyes, head, and voice, making computer use challenging without assistance. Although several techniques have 

been developed to improve cursor control systems, such as voice and gesture control, some users have found these methods inconvenient or challenging to use. To 

address these issues, a new model has been proposed that eliminates the need for assistance. This model identifies specific facial landmarks that allow for the control 

of cursor movement and clicking events without requiring direct physical contact with the user. The system utilizes eye gaze and facial movements to achieve this, 

and it also incorporates an Integrated Speech-to-Text system for textual interpretation. The system has a user-friendly interface that makes it easy to use and provides 

an improved user experience. 
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1. Introduction 

Paralysis can have a significant impact on a person's life, as it often results in the loss of control or sensation in their hands and legs. With the increasing 

reliance on computers in various aspects of life, it can be challenging for paralyzed individuals to use digital devices independently. They may need to 

rely on others for assistance, which can be inconvenient and limit their independence. To address this issue, a proposed system aims to create a cursor 

control model and a speech-to-text model that would enable paralyzed individuals to use computers independently. The system uses facial landmarks as 

input for the cursor control system. During the calibration process, the system creates a vector format using points from the face to control the cursor's 

movement based on the user's facial movements. The system also configures mouse clicking events during the calibration process, using left and right 

eye blinking and a wide-open mouth for mouse scrolling. The open-cv package is used to detect the necessary features from the face, and the Gaussian 

filter is applied to plot a graph to check the probability of the cursor clicking and movement events. In addition to the cursor control model, the proposed 

system includes a speech-to-text model that uses Google API to detect speech from the user and convert it into recognized text. The listening duration 

for the speech can be customized based on the user's needs. Overall, the proposed system has the potential to significantly improve the quality of life for 

paralyzed individuals by providing them with greater independence in using digital devices. 

Cursor Control and Speech Transcription system for Paralyzed Individuals is an innovative technology developed to assist individuals who have paralysis 

in operating their computers through voice commands. This system enables users to control the cursor on their computer screen, type text, and navigate 

through various applications without the need for hand movements. It provides a means for individuals with limited mobility to access the internet, 

communicate with others, and perform various tasks with ease. The system functions by converting the user's speech into text, which is then used to 

manipulate the computer's cursor and carry out other functions. This technology has the potential to enhance the quality of life for people with paralysis 

by enabling them to stay connected with the world around them. 

2. Related Work 

[1]. The authors have proposed a novel model for Human-Computer Interaction (HCI) that facilitates communication with the system and enhances 

usability. This model aims to develop a Human-Machine Interaction (HMI) system that provides assistive communication technology for individuals 

with disabilities and offers greater flexibility. Traditional computer interfaces, which rely on standard mice, require users to have a hand and a flat surface 

for cursor movement. To overcome these limitations, the concept of an "air mouse" was introduced, which allows users to control the mouse pointer and 

perform clicking events using hand gestures and eye movements. The location of head gestures is determined using a three-axis accelerometer and 

gyroscope combination. 

[2]. The paper introduces an innovative approach to designing a human-computer interface (HCI) that is specifically tailored to individuals suffering from 

neurodegenerative conditions, such as ALS and MS. The proposed system involves using eye-tracking devices to capture eye movements, which are then 
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analyzed using deep learning algorithms to identify the user's intention and operate the computer interface accordingly. The study's findings demonstrate 

that this new approach significantly outperforms existing systems in terms of accuracy, speed, and usability, providing an effective solution for individuals 

with neurodegenerative conditions to communicate and interact with computers. 

[3]. The proposed method involves utilizing a webcam to capture images of the user's eyes. Subsequently, the images are processed to extract various 

features, including the pupil's location and the direction of gaze. These features are then analyzed using a set of algorithms to determine the user's intent, 

allowing them to perform actions like moving the cursor or clicking on buttons. This technique has proven to be successful in helping people with 

disabilities use a computer without relying on conventional input devices.  

[4]. This paper describes a touch-free computer navigation system that uses human eye movements as a control mechanism. The purpose of this system 

is to provide an alternative means of computer input for individuals who are unable to use conventional devices like a mouse or keyboard. The system 

works by utilizing an electro-oculogram (EOG) device to track eye movements and convert them into mouse pointer movements. The experimental results 

demonstrate that the system is highly accurate and reliable in providing computer control without the need for physical input devices. This technology 

has the potential to greatly improve the accessibility of computer usage for individuals with physical disabilities. 

[5]. The paper introduces a novel cursor control system designed specifically for individuals who suffer from motor disabilities. The system is based on 

the electro-oculography (EOG) signals generated by eye movements and is intended to serve as a low-cost and accessible alternative to traditional mouse 

and keyboard interfaces. The authors demonstrate the system's feasibility and its potential to aid disabled individuals in performing daily computer tasks. 

[6]. The paper presents a novel approach to improve computer accessibility through a vision-based interface. The system enables users to operate the 

computer using head movements, which are tracked by a low-cost camera and translated into cursor commands. The system's efficacy in enabling 

computer use for individuals with physical disabilities was demonstrated through tests. The system eliminates the need for physical contact, making it a 

cost-effective and efficient alternative. 

[7]. The authors have presented a novel system for individuals with disabilities that allows them to control the computer through head movements. The 

system employs a camera to track the user's head movements and converts them into mouse movements, eliminating the need for manual control. The 

results of the study demonstrated that the system was effective in terms of accuracy, efficiency, and user satisfaction, indicating that it has the potential 

to improve the quality of life for people with disabilities. 

[8]. The article introduces a novel system that enables users to control the computer cursor through eye and face movements. The system leverages both 

facial landmarks and eye tracking to recognize and interpret user gestures. It comes with a graphical user interface that provides instant feedback on the 

identified movements, and can serve as an assistive technology for individuals with disabilities or as a fresh way of interacting with computers. 

[9]. The proposed system utilizes deep learning to detect and track eyeball movement for controlling the cursor. It employs a Convolutional Neural 

Network (CNN) to extract features and classify the movement of the eyeball accurately. According to the research paper, the system was able to achieve 

a high accuracy of 75-80% in detecting and classifying the eyeball movements for cursor control. 

[10]. This paper introduces a system for converting speech to text using neural network methods based on deep learning. The system incorporates the 

Mel-frequency cepstral coefficients technique for feature extraction and utilizes the long short-term memory model for the conversion of the speech signal 

into text. Through the proposed method, the system was able to achieve high levels of accuracy in accurately transcribing speech into text. 

[11]. The paper introduces a novel technique for speech recognition that utilizes both audio and visual modalities to enhance the recognition performance. 

The authors propose a multimodal recurrent neural network model that leverages the complementary information from both modalities. According to the 

findings, the proposed method surpasses the conventional single-modality-based approaches in terms of recognition accuracy. The method involves using 

deep learning-based assistive technology to improve speech recognition accuracy by incorporating both audio and visual data. The paper provides a 

comprehensive overview of the system's architecture, including the integration of convolutional neural networks and long short-term memory networks. 

The study also includes experimental results that highlight the effectiveness of the proposed system in enhancing speech recognition accuracy for 

individuals with hearing impairments.  

[12]. The paper describes an assistive technology that utilizes deep learning to enhance audio-visual speech recognition for individuals who have hearing 

impairments. This technology employs a multimodal technique that integrates both audio and visual cues. The system was able to achieve a recognition 

accuracy of 95%, surpassing current technologies. 

[13]. The authors have put forward a new system for controlling a cursor without the need for hands, which relies on natural movements of the head and 

subtle twitches of the cheek muscles. To accomplish this, the system employs a webcam to monitor the user's head movements and an EMG sensor to 

detect the cheek muscle twitches, thereby creating an interface that is more user-friendly and accessible. 

[14]. The proposed system utilizes head pose detection to enable users to control the mouse cursor with their eye movements, providing a more efficient 

and user-friendly way for people with physical disabilities to operate their computers without requiring manual dexterity. Pupil Mouse is a computer 

interaction system that enables users to operate their computers hands-free using eye gaze and head pose detection. The system employs a camera mounted 

on the user's head to capture their head pose and track their eye movements, which are then translated into movements of the mouse cursor on the screen. 

Pupil Mouse offers an alternative to traditional mouse and keyboard input methods, which can be challenging for individuals with motor disabilities, by 

providing a more natural and intuitive means of interacting with a computer. The technology has the potential to enhance the quality of life for people 

with motor disabilities and facilitate their participation in daily activities. 
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[15]. The researchers created a communication system that utilizes electrooculography (EOG) and can be controlled through eight-directional eye 

movements. This system is an affordable and non-invasive solution for individuals with physical disabilities, and the tests conducted showed a high level 

of precision in controlling the system. 

[16]. The proposed system, called the camera mouse, allows individuals with severe disabilities to control a computer cursor using their head movements. 

This is achieved through the use of a video camera and specialized computer vision algorithms. The camera mouse system provides an accessible means 

for disabled individuals to interact with various devices. 

[17]. In this paper, we introduce a novel human-computer interface (HCI) utilizing electrooculogram (EOG) signals and deep learning techniques. Our 

system detects and interprets eye movements via EOG signal acquisition, pre-processing, feature extraction, and deep learning-based classification. 

Specifically, we employ a convolutional neural network (CNN) to accurately classify various eye movements. Our proposed HCI has the potential to 

improve accessibility for individuals with disabilities, especially those with limited mobility or communication impairments. We evaluate the 

effectiveness of our system using a dataset of EOG signals recorded from multiple participants. The results show that our HCI is capable of real-time 

control of various computer applications through accurate classification of eye movements. 

 [18]. The paper introduces a novel approach to codify electrooculogram (EOG)-based eye movements for human-computer interaction. Eye movements 

play a crucial role in human-computer interaction, enabling users to interact with graphical user interfaces and virtual environments. The proposed method 

leverages EOG signals to detect various types of eye movements, such as saccades, smooth pursuits, and fixations. The signals undergo processing using 

a custom algorithm that extracts features like amplitude, duration, and velocity. These features are then used to generate a code that represents the specific 

eye movement type. The effectiveness of the method is evaluated using a dataset of EOG signals recorded from several subjects, demonstrating high 

accuracy in detecting and classifying various eye movements. This method has the potential to enhance the precision and speed of eye tracking systems, 

making them more suitable for use in real-world applications, including virtual reality, gaming, and assistive technologies. 

[19]. Eye tracking technology has made significant advancements in recent years, providing accurate detection of where individuals look on a computer 

screen. This article examines the use of eye movements as a human-computer interaction interface, with various techniques developed to create more 

natural and intuitive interactions. The article explores the advantages and challenges associated with using eye movements as the primary input method, 

as well as its potential applications in gaming, assistive technology, and virtual reality. Overall, this technology has the potential to improve the user 

experience. 

[20]. The Eye-blink detection system for human-computer interaction is a technology that can improve the user's interaction with computers by detecting 

eye-blinks. This system utilizes the analysis of the electrical signals produced by the eye muscles during blinking and has various applications, including 

video gaming, virtual reality, and hands-free computing. The system can detect eye-blinks and use them to control different functions of a computer or 

device, such as scrolling, zooming, and selecting items on a screen. Overall, this technology has the potential to enhance the user experience and provide 

new possibilities for human-computer interaction. 

[21]. This paper describes a system that enables cursor control through eye movements. The system incorporates an eye tracking device to detect and 

interpret the user's eye movements, which are then translated into corresponding movements of the computer cursor on the display. The proposed system 

offers a potential alternative for individuals with disabilities or those who find conventional input devices such as a mouse or touchpad challenging to 

use. The system is designed to be user-friendly and intuitive, requiring minimal training or calibration. Experimental results indicate the feasibility and 

efficacy of the system in providing precise and responsive cursor control through eye movements. 

[22]. The paper introduces a novel approach for controlling a computer cursor using real-time 3D face tracking technology. The system employs a 3D 

camera to track the user's facial movements and translate them into corresponding cursor movements on the screen. The advantage of this hands-free 

system is that it eliminates the need for a mouse or other input device, making it more accessible for people with disabilities and providing a more intuitive 

user interface. The abstract emphasizes the benefits of this technology for improving accessibility and enhancing the user experience. 

[23]. This paper presents a novel system that utilizes machine learning to enable individuals to control a computer cursor using their eye movements. The 

system comprises an eye tracking device, machine learning algorithms, and a computer with a graphical user interface. By capturing eye movements, the 

eye tracking device provides input to the machine learning algorithms that interpret the movements and translate them into intended cursor movements. 

This system is designed to assist individuals with physical disabilities or injuries that prevent them from using conventional input devices such as a mouse 

or keyboard. A series of tests are conducted to evaluate the accuracy and effectiveness of the system, demonstrating its potential as an assistive technology 

for individuals with limited mobility. 

3. Conclusion 

After successfully implementing the models with a unified interface, users can conveniently switch between them based on their preference. The models 

demonstrated excellent performance in both cursor control and speech-to-text conversion processes. Consequently, this project offers people with 

paralysis the ability to work independently on computers and eliminates the need to rely on others for personal or professional tasks. The facial landmark-

based cursor control and speech-to-text system has demonstrated great potential in significantly improving the quality of life for individuals with paralysis. 

By utilizing facial landmarks to control a computer cursor and speech-to-text technology for communication, this system allows for a level of 

independence and communication that was previously unattainable for those living with paralysis. Several studies have shown that this technology has a 

high level of accuracy and usability, but further research is necessary to optimize it for different types of paralysis and improve its reliability. In conclusion, 
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the facial landmark-based cursor control and speech-to-text system is a valuable tool for individuals with paralysis, and has the potential to revolutionize 

the way they interact with the world around them. Further development and research in this field could lead to significant advancements in assistive 

technology and greatly improve the quality of life for those living with paralysis. 
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