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A B S T R A C T 

Noise removal from Partial discharge signal which is corrupted with Gaussian white noise, using Wavelet Transform (WT) based Bayes estimation is presented. 

Such corrupted partial discharge signal is considered to exhibit Generalized Gaussian Distribution (GGD). Denoising of partial discharge (PD) signals is one of 

the prime pre-processing stages which help in analyzing the effect of PD on insulation by studying its characteristics and features. The pre- and post-processing of 

PD signal can be performed significantly using wavelet transform. The WT based adaptive thresholding and coefficients modeling methods for denoising 

provides a better chance to reduce interferences. The estimation of BayesShrink based estimation of the denoised signal is performed from its noisy wavelet 

coefficients for the signals with Gaussian distribution. The BayesShrink threshold is independent of the coefficient distribution and is a function of noise and 

noiseless signal variance. BayesShrink is the most effective thresholding method providing threshold value by reducing the Bayes risk. The coefficient estimation 

based on Bayes method for GGD signals performs well in removing white noise from the corrupted PD signal.   The PD signals are collected by conducting the 

experiment on damaged 11 kV stator coil which has mica as insulation. The collected signal is processed using WT based Bayes estimation. The result indicate 

that the optimum Bayes estimator with GGD behave similar to soft thresholding method. 
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1. Introduction 

For the better and normal operation of the insulation in electrical apparatus, the role of insulation is of prime importance. In order to obtain better 

efficiency and for safety purposes, assessing the conditions of insulation is essential which helps in condition monitoring as well. The various insulated 

parts of electrical equipment are subjected to electrical stresses caused by a different factors such as voltage impulses caused by adjustable-speed 

drives, chemical reactions, thermal overload, mechanical vibrations, etc. [1]. One or combinations of these factors act simultaneously at any instant of 

time during operation of the equipment and cause deterioration of the insulation.  When degradation takes place irrespective of its cause, it results in 

localized electrical discharges known as PARTIAL DISCHARGES. Once established, partial discharges (PD) are the principal mechanism of insulation 

degradation. Hence detection and preprocessing of PD activity is a crucial step in condition monitoring of insulation system. PD measurement is an 

appropriate diagnosis and maintenance tool that provides reliable and timely status identification and it has proved itself in the field on countless 

occasions. 

Even though enough precaution and quality assurance at the stage of production is considered, the presence of foreign particles, surface irregularities, 

existence of slight defects, etc. are unavoidable or they may be formed while the equipment is in service due to the formation of gas at the point of high 

electrical stresses, at certain points such as protrusion points, minor cracks, etc. Even at normal operating voltages, presence of these irregularities in the 

insulation leads to PD due to high electrical stress at such weaker points. Due to this reason, measurements of PD have been accepted as a vital 

investigative tool as it has an ability to evaluate the condition of insulation for the reliability deficiencies in design during manufacturing and while in 

service. Thus PD detection is considered to be a major concern in improving the effectiveness of insulation performance for supporting coherent and 

economical design, ageing process, lifetime prediction and nondestructive testing. This measurement is very important and effective compared to other 

dielectric measurements when early and timely recognition of sudden faults are needed and it is functional with a considerable amount of 

accomplishment. Technologies in the field of PD detection have improved significantly with the advancements in hardware and software technology.    

According to IEC (International Electro Technical Commission) Standard 60270, “Partial discharge is a localized electrical discharge that does not 

completely bridge the insulation between the terminals”. Such electrical discharges are called “partial” since their generation in insulation portion 

where minute cracks, voids and foreign particles are present and the path of such electrical discharges are very small and they have limited magnitude. 

These are in series with remaining good insulation portion [2]. 
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Partial discharge phenomenon is divided into 3 types: Internal PD, Surface PD and Corona PD. 

A main problem during the measurements of PD is the presence of external interventions which will normally have high magnitude as compared with 

PD signal and it disturbs the reliability and sensitivity of measured PD signal. A foremost issue during PD measurements is the unavoidable appearance 

of noise and disturbance that are frequently encountered and the magnitude of these noisy signals are higher than the PD signal. If these interferences 

are not effectively blocked or precisely removed from measured PD signals, they may be considered as PD pulse resulting in false warnings and 

affecting reliability of measurements. Thus denoising of PD signals has to be considered to remove the noises and analyze the PD signal to know its 

effect on the insulation. 

The most important external disturbances for the period of on-site PD detection/collection are Discrete spectral interferences (DSI), Periodic pulse 

shaped interferences (PPI), Stochastic pulse shaped interferences (SPI). 

In this paper, the Bayesian estimate of the denoised PD signal is estimated from its noisy wavelet coefficients for Generalized Gaussian Distributed 

(GGD) signal. The wavelet coefficients are assumed to be General Gaussian distributed. The performance is evaluated and compared with the basic 

Universal thresholding method. 

Nomenclature 

2. Literature Survey 

The emphasis now-a-days is on the pre-processing of PD data for denoising to obtain better protection of the insulation. There are various techniques 

developed by the researchers in this regard as: 

 Analog filtering techniques 

 Time domain-based software techniques 

 Frequency domain-based software techniques 

 Adaptive filtering techniques 

Most of the methods mentioned are analysed and observed that it considers the DSI and sinusoidal signal removal. Many a times it has been proved that 

the narrow band interferences can be easily removed. It can also be seen that the problem still is the removal of noises which are random and pulsive 

interferences. 

In spite of few advantages of these methods, they faced problem of determination of frequency of noise and the method is time-consuming. There is a 

problem of pulse attenuation which causes waveform distortion which affects the PD pattern recognition at later stages. 

Thus it is clearly evident that the time-domain methods are unable to remove disturbances when they are overlapping with the PD pulses whereas 

frequency-domain approaches cannot remove noise when its frequency spectrum is same as that of PD signal frequency spectrum. In such cases, thus 

Time and Frequency (TF) domain denoising is of vital importance. The TF domain methods are efficient in noise removal because of their unique 

feature of identifying signal in both the domains. 

To overcome the drawbacks of earlier approaches, the wavelet transform (WT) was introduced. It can be shown from the research done on PD that 

wavelet based denoising method is well suited for PD signal analysis.  

Denoising of signals is an issue in various other fields as well such as image processing, telecommunication signals, biomedical signals, speech 

recognition, etc. Literature review has been taken up in these fields also to identify the techniques adopted for preprocessing of such signals and which 

can be implemented for PD signal processing. From the literature review, it is evident that most of the researches have been documented implementing 

the wavelet   transform technique for signal preprocessing in   various fields [3-13]. The techniques using statistical parameters for signal denoising 

have been explored and utilized in the fields of image and biomedical signals, which can be adopted for PD signal denoising with improved 

performance indices.  

D. Gnanadurai et al. developed an effective method for the estimation of adaptive threshold value for image denoising which depends on Generalized 

Gaussian distribution based on the statistical parameters of the wavelet subband coefficients [3]. S.G. Chang et al. addressed an adaptive BayesShrink 

threshold for wavelet thresholding images based on the GGD modelling of subband coefficients, a coder has been designed for compression and 

denoising. The work has been widely referred by many researchers when dealing with BayesShrink thresholding method [14]. M. Hashemi et al. 

presented a wavelet based denoising methods based on the Bayes estimator for Generalized Gaussian distributed data and optimal wavelet coefficient 

soft thresholding denoted by Rigorous BayesShrink. The authors have compared these two methods and also have demonstrated that spatially adaptive 

thresholds improve the performance of denoising method [15]. 

Hence it has been evidently proved in many cases that the wavelet theory is an influential concept to be used for signal processing. This formed the 

basis for the current work which involves Generalized Gaussian distribution based Bayeshrink threshold estimation. 
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3. Wavelet Transform 

The WT is a time-frequency signal analysis tool having characteristics of Multi-resolution Analysis. The main strength of WT is that it has ability to 

denote the partial characteristic of any signal in both frequency and time domain. Therefore, it is considered as a method of time-frequency localization 

analysis. It is translated and dilated forms of a small wave known as wavelet. The application of this concept in various fields such as science, 

engineering, medical, etc. is evident to its success. It is widely used in the field of electrical engineering also, especially in the area of High voltage 

engineering. It has been accepted as a powerful tool for the pre and post processing of PD signal and many researches have already been done in the 

field. 

The WT involves the analysis of the components of a non-stationary signal.  Generally, wavelets are purposefully crafted to have specific properties 

that make them useful for signal processing. 

The WT as applied for PD signal denoising is divided into 3 stages: 

A. Application of  Wavelet transform 

B. Calculation & application of  Threshold value 

C. Application of Inverse Wavelet Transform 

4. Formulation of Problem 

Consider a noiseless signal with data length N having vector 

𝑦 𝑁 =   𝑦 1 , …… . , 𝑦 𝑁 𝑇                                                    (1) 

This noise-less signal is degraded by an additive white Gaussian random process  

𝜔 𝑁 =   𝜔 1, …… . , 𝜔 𝑁 𝑇                                               (2) 

 having zero mean and variance of  𝜎𝜔
2 .  

Let the data obtained be    𝑦𝑁 = [𝑦1 , …… , 𝑦𝑁]𝑇  is 

𝑦𝑖 = 𝑦𝑖 + 𝜔𝑖              (3) 

The noisy signal represented in equation (3)  can be expressed in terms of a desired orthonormal wavelet basis in the following form: 

𝜃𝑖 = 𝜃𝑖
 + 𝑣𝑖              (4) 

where θi denoted the ith noisy coefficients,  𝜃𝑖
   denotes the ith noiseless coefficient and viare the wavelet coefficients of noise.  

vi also represent additive white Gaussian random variables having same mean and variance since orthonormal bases are used.  

Assume that the coefficients of noiseless signal have zero mean General Gaussian distribution 

𝑓(𝜃)   = 𝐶 𝜎𝑦 , 𝛽 exp{−[𝛼 𝜎𝑦 ,𝛽  𝜃  
𝛽

 }                       (5) 

where β is the shape parameter.  

𝛼 𝜎𝑦 , 𝛽 = 𝜎𝑦 
−1  

Γ 
3

𝛽
 

Γ 
1

𝛽
 
 

2

, 𝐶 𝜎𝑦 , 𝛽 =
𝛽𝛼  𝜎𝑦  

2Γ 
1

𝛽
 

 𝑎𝑛𝑑            (6) 

Γ 𝑥 =  𝑡𝑥−1∞

0
𝑒−𝑡  𝑑𝑡            (7) 

When β=1, the distribution represented by equation (5) is Laplacian and when β=2, it is Gaussian distribution. The main objective is to provide the 

soft threshold value, T which minimizes the Bayes risk. 

4.1 Estimation of Bayesian for Generalized Gaussian Distribution Signals 

The Bayes estimate of the required denoised parameter   

denoted by 𝜃 , minimizes the mean square error. 𝜃𝐵
  =  𝑎𝑟𝑔𝜃   min 𝐸  𝜃 −  𝜃  

2
          (8) 

The value of the estimator is the equivalent of the mean of the posterior distribution which gives an unbiased least squares estimate of 𝜃  for a given 

measurement of θ [15]. 

𝜃 𝐵 =  𝜃 𝑓𝜃 /𝜃 𝜃 /𝜃 𝑑𝜃 =
 𝜃 𝑓𝜃 /𝜃  𝜃 /𝜃 𝑓𝜃  𝜃  𝑑𝜃 

 𝑓𝜃/𝜃  𝜃/𝜃  𝑑𝜃 
   (9) 
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Due to the additive noise having Gaussian distribution, 

𝑓𝜃|𝜃  𝜃 𝜃  = 𝑓𝑣 𝜃 − 𝜃   =
1

 2𝜋𝜎𝜔
𝑒

−
(𝜃 −𝜃)2

2𝜎𝜔
2

    (10) 

The above equation can be written as 

𝜃 𝐵 =
 𝜃 𝑓𝑣 𝜃 −𝜃 𝑓𝜃  𝜃  𝑑𝜃 

 𝑓𝑣 𝜃−𝜃  𝑓𝜃  𝜃  𝑑𝜃 
                                   (11) 

The Bayes estimator with β=2 gives 

𝜃𝐵
 =

𝜎𝑦 
2

𝜎𝑦 
2+ 𝜎𝜔

2  𝜃                                                    (12) 

5. Mean Square Error Soft Threshold fitting for the Bayes Estimator 

The Bayes estimator of noisy GGD signals as given in equation (9) is presented as a function of noise variance, noise-free variance and the shape 

parameter. The analysis clearly indicates that the estimator is similar to the soft thresholding algorithm. Fig 1 shows the variation of the coefficient 

estimator with respect to the WT coefficients. As the value of the noise variance increases, it is zero up to a particular point and it exhibits the slope of 

one. Similar behavior can also be shown for different noiseless variance keeping the noise variance as constant. These two concepts gives the 

confirmation that the estimation using Bayes risk is an odd function of the noisy coefficients that is zero at zero, grows slightly non-linearly and later it 

asymptotically exhibits a linearity property for 

larger coefficients. 

 

 

 

 

 

 

Fig 1 - Bayes estimator for different noise variance with noiseless data variance as 5 and the shape parameter as 1 

Fig 2 shows the variation of threshold value for different values of signal standard deviation with σw being constant and fig 3 represents the variation of 

threshold value with the change in standard deviation of the noisy signal keeping estimator of σy constant. 

 

Fig 2 - Threshold value versus Noiseless standard deviation with                                  Fig 3 - Threshold value versus Noise standard deviation 

              noisy standard deviation being constant                                                             with noiseless standard deviation being constant 

The Bayes estimator for GGD signals is similar to a soft thresholding method. For such cases, the WT based BayesShrink method is an effective 

technique in order to remove the noise from the PD signal. This method finds the optimum value for minimizing the mean square error. The numerical 

analysis gives the following relation for computing the threshold. 

𝑇𝐵 =
𝜎𝜔

2

𝜎𝑦 
                                                                     (13) 

5.1 Parameter Estimation of GGD 

The various parameters can be estimated using the equations mentioned below. 

The estimates of the parameters required for Bayeshrink are 
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i. Noise variance 𝜎𝑤
2  : Median Absolute Deviation is the standard noise variance estimator.  

𝜎 𝑀𝐴𝐷 =
𝑀𝑒𝑑𝑖𝑎𝑛 ( 𝜃 )

0.6745
(14) 

Where, θϵ approximate coefficients 

ii. Noiseless data variance (𝜎𝜃 
2): The variance of the noisy signal is given by 

 

𝜎𝜃
2 = 𝜎𝜃 

2 + 𝜎𝑤
2                                                          (15) 

6. Partial Discharge experimental Set-up 

Fig 4 shows the connection diagram of the experimental setup. The set up for measuring PD signals provides a framework to ascertain the different 

characteristics involved in PD measurements using the guidelines mentioned in IEC 60270. 

A PD measuring system consists of: 

 An Insulation sample or the object under test 

 Coupling capacitor with low inductance value 

 A HV supply having less background disturbances 

 HV connections 

 A HV filter to decrease disturbance/noise from the power supply 

 A PD detector 

 Computer based software for analysis 

 

 

 

 

 

 

 

 

Fig 4 - Partial Discharge measuring Set-up 

The measurement in the present work has been performed in a regulated environmental set up known as Faraday’s Cage which has an electromagnetic 

shielding along with employing digital software filters and noise thresholding to remove the noises. The experimental set up has a HV PD free 

transformer rated 36 kV, 160 kVA for supplying HV to the test set up, which is controlled by the autotransformer.  

Input impedance Zm(CPL 542) is connected in series with a coupling capacitor having value of 1000 pF.Zm forms the detector circuit. Collection of PD 

data is done by using MPD 600 PD measuring system manufactured by OMICRON Mtronix technology and recorded in Mtronix software in a shielded 

area. PD pulses are produced by the test object which are detected by Zm and are sent to the detector through a cable in the form of apparent charge in 

pC. 

Fig 5 shows the data acquisition room for PD measurements where the collected PD signal is processed using Mtronix software. Fig 6 shows the photo 

of the 11 kV stator coil connected for PD measurements. This setup is done in an enclosed chamber to avoid the disturbances being included while 

measuring. 
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     Fig 5 -  PD data acquisition chamber                                                    Fig 6 - Connected stator coil for PD measurement 

7. Partial Discharge experimental Set-up 

Fig 7 shows the denoised signal when corrupted with white noise collected by conducting experiments on damaged 11 kV stator coil using adaptive 

Bayesian Denoising for General Gaussian Distributed (GGD) Signals in Wavelet Domain. This method out performs other thresholding methods when 

the signal is corrupted by white Gaussian noise. 

 

 

 

 

 

 

 

 

 

 

 

Fig 7 - Acquired PD signal, noisy signal (white noise) & denoised signals for stator coil using adaptive Bayesian with GGD 

Table 1 gives the values of SNR at different levels of decomposition with Bayes estimator for GGD signals. From the values, it is observed that, at 

level-7. When the same signal is denoised using Universal thresholding method, the SNR obtained is 38.27.  

Table 1 - SNR values at different levels using Bayes Estimation 

Levels SNR MSE 

1 5.9386 0.482 

2 15.9948 0.395 

3 24.0419 0.239 

4 32.0797 0.150 

5 38.1079 0.086 

6 44.1266 0.026 

7 45.1368 0.012 

8 43.1404 0.019 

8. Conclusion 

A wavelet transform based denoising technique; Bayesian estimation for Generalized Gaussian Distributed data has been presented. It has been also 

showed that for such signals, the Bayes estimation is well suited. The threshold value of the BayesShrink is a function of noise variance and noise-free 

data variance. The Bayesian estimator is comparable with the soft thresholding technique. The method has been applied to the PD signal collected from 

the 11 kV stator coil. The collected signal is added with the white Gaussian noise to make it resemble the GGD signals.  The method performs well in 

removing the random noise from the corrupted PD signal. The values of SNR at different levels of WT decomposition is also presented and the value is 

compared with the universal thresholding method.                      
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