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A B S T R A C T 

This project uses the K-Means clustering method to find the best migrant shelters by ranking migrant shelters according to their amenities, budget and proximity 

preferences. Fetch, cleans, analyse and aggregates K-Means on geolocation data to recommend immigrant accommodation in the city. 

Key Concepts: Data, Dataset, Recommendation, Map 

1. Introduction 

In this project, hotels, restaurants, swimming pools, super services  and other needs are recommended to a user who has become accustomed to a new 

hosted area. It is difficult for the user to find all the places in the rehosted area. So it's easy when we fly near places. We are too tired to cook a home 

cooked meal often. Even if someone gets a home-cooked meal every day, it's not uncommon to want to dine out every once in a while to 

socialize.Anyway, the food you eat matters no matter where you live. When a person moves to a new place. You already have certain likes and tastes. 

This would save food consumers and suppliers many benefits by living close to their favorite outlets. This is convenient for the owners, leads to better 

sales and saves  the user's time. 

2. Related Topics 

2.1 Collection of Data and Setup an Environment 

If we want to perform data analysis, we need to retrieve a data set and configure the required data analysis environment. You need a Jupyter notebook 

for the analysis. 

2.2 Data Cleaning and Visualization 

After receiving the data and understanding what is written there. The best way to do this is to visualize data with charts. Charts help us understand data 

quickly and are much more intuitive. 

2.3 Pre-Process of Data 

K means that clustering helps us group places based on the objects around them. A location with multiple lodgings nearby is flagged as “amenity rich.” 

while a place with less gear is called "poor gear". Similar locations are grouped together. Run the K-Means clustering algorithm and find the best K-

value to use on our website.. 

2.4 Get Geo-Location Data using FourSquare API 

Now that we've got the best cluster scores, we need to pull the geolocation data from the Foursquare API to find those homes for our users. 

2.5 Plotting Clusters on the Maps. 

Atlast, present the results on a map where the user can view the locations. 
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FIGURE 1: Clusters On The Map 

3. Existing Systems 

The existing system includes a restaurant navigation app like Swiggy Zomato etc., supports ride sharing services like Uber Pool etc. Not recommended 

for our budget accommodations. There are rare cases of homes within our budget. Also does not recommend restaurants, gyms, etc., based on previous 

user budget research, lacks the accuracy of real recommendations. 

4.  Proposed System  

The proposed system recommends hostels, apartments and houses and also displays details of these houses, apartments and hostels. Recommend 

accommodation within our budget. It has big house boxes for our budget. Also recommend restaurants, hotels, over pool routes, etc. Based on user's 

budget.It offers genuine recommendations, of which there is no shortage. In this project we use the K-Means algorithm, but it has the disadvantage that 

two circular clusters centered on the same mean have different radii. K-Means uses the median to define the center of the cluster and does not 

distinguish between the two clusters. 

4.1 Ways to Approaches 

 Fetch Datasets from the relevant locations (Data Collection)  

 Clean the Datasets to prepare them for analysis. (Data Cleaning via Pandas)  

 Visualise the data using boxplots. (Using Matplotlib /Seaborn /Pandas)  

 Fetch Geolocational Data from the Foursquare API. (REST APIs)  

 Use K-Means Clustering to cluster the locations (Using ScikitLearn)  

 Present findings on a map. (Using Folium/Seaborn) 

4.2 Projects Stages 
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4.3 Modules 

 Data Collection Module 

 Searching Module 

 Suggestion Module 

 Communication Module 

4.3.1 Data Collection Module 

Collect user data and store it in a database for later use. 

4.3.2 Searching Module 

After entering the data, the user searches for a position with the desired services within his budget. 

4.3.3 Suggestion Module 

After searching for the desired information, a recommendation will appear in the search bar. Depending on your budget and needs. 

4.3.4 Communication Module  

From the recommendations displayed, the user selects the best accommodation and, thanks to the communication form, forwards it to the contact 

details of the owner. 

5. Applications 

 Academic performance (grouping students by their learning rate)  

 Diagnostic systems (grouping system faults under various reasons)  

 Search engines (grouping search results)  

 Wireless sensor networks (Mapping networks) 

6. Conclusion 

This app/website is as user friendly as it is easy to use and affordable. A common problem of migrants is solved by this app/website. This app/website 

makes it easy to find accommodation, fits our budget and will be more useful for studying students. 
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