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Abstract 

In this research, the authors found that statistical analysis is very important preliminary phase in Machine Learning, especially for regression problems. Indeed, 

when the authors developed the first single models using the same algorithms and the same dataset, they obtained poor performances. After verifying the 

assumptions of the multiple linear regression, they adjusted the used data and produced efficient models. Moreover, as the objective was to apply the stacking 

model to predict Patient's Length of Stay in a semi urban hospital, the results showed that the stacking regressor performed better than the seven different models 

implemented (Random Forest, Extra Trees, Decision Tree, XGBoost, Multilayer perceptron, Light GBM, Support Vector Regressor (SVR)) taken individually. 

The authors combined Random Forest Regressor, Extra Trees Regressor, Decision Tree Regressor, XGBoost, Light GBM, and SVR to build the stacking model. 

Using secondary data from four services (Pediatrics, Hospitalization, Gynecology, and Neonatology) of a semi-urban hospital, located in a region of ongoing war 

in eastern Democratic Republic of Congo (DRC), the study examined the minimum length of stay of a patient in hospital when admitted in one of the four above 

services. Performances were evaluated using MAE, RMSE, MSE, R-squared and Accuracy. The stacking regression model shifted from 85% of accuracy before 

statistical analysis phase to 91% after applying statistics and from 0.75 to 0.91 as R-squared.  

Keywords:  Length of stay in hospital, Ensemble method, Optimization, Statistical analysis, Stacking regression 

1. Introduction 

The length of stay (LOS) of patients is a very important component that helps the hospitals plan operations. The lower the stay in hospital the higher the 

bed turnover rates which leads to increase [1]. In this paper, we used height different Machine Learning (ML) algorithms in order to evaluate which 

model predicts better the LOS of Patients in a semi urban hospital. Seven of them were combined using stacked ensemble regression from mlxtend 

library and Deep Neural Network regression was the seventh one.   

The following objectives constituted the core of this research:  

i. To perform a brief empirical review of the recently published papers on LOS of Patients, which applied techniques for regression ML tasks   

ii. To optimize LOS prediction by preparing statistically our collected data before starting ML phase  

iii. To build a stacked ensemble regression by combining XGBoost Regressor, Light GBM, SVR, Decision Tree Regressor, Extra Trees 

Regressor, and Random Forest Regressor techniques.  

iv. To compare Deep Neural Network regression model and the stacked regression model  

v. To examine and compare accuracy, MSE, MAE, RMSE, R2 metrics of the used techniques over Patient’s discharge data from a semi urban 

Hospital in eastern of DRC.  

Three questions constituted the cognitive effort of this study. Those questions are: 

(i). How can statistical analysis help to improve ML model performance? 

(ii). Are the used features to predict LOS statistically significant?  

(iii). Which ML regression model predicts better LOS in a semi urban hospital?  
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2. RELATED WORKS 

Oliveira, et al. [2] developed a ML model to predict the number of patient discharges per week using data mining techniques. They used classification 

techniques using Naïve Bayes, SVM and Decision Trees as algorithms. The services involved were orthopedics, childbirth, nursery and obstetrics. They 

obtained an accuracy ranging from 82.69% to 94.23%.  Kavanaugh, et al. [3] conducted research to predict length of stay in a child psychiatric 

hospitalization program. They had a sample of 96 children with ages ranging from six to fourteen years. They analyzed the influence of neuro cognition 

on subsequent LOS using correlation and linear regression as models. Using the ROC curve, these researchers were able to detect that the global deficit 

score used as a performance measure was able to distinguish children who may or may not have a longer hospital stay.  

Grampurohit and Sunkad [4] used Ridge, Lasso, Linear regression and ElasticNet to predict the LOS of a patient from the day of his/her admission to 

the hospital to the day of his/her discharge. These researchers used Mean Absolute Error (MAE) to evaluate their models. Their results revealed that the 

linear regression performed poorly due to the overfitting presence in the model with a MAE of 198379877732011.9. While Lasso gave a MAE of 

0.96865, ElasticNet had a performance of 0.95121 and Ridge had the best score with an MAE of 0.82131.  

Bassam, et al. [5] conducted a study on 2017 patients with COVID-19 admitted to Rashid Hospital, Dubai from January 1, 2020 to July 20, 2020. The 

researchers used decision tree to predict LOS and R-squared, accuracy, sensitivity and specificity as metrics to assess the performance of the model.  

According to their results, R-squared was 49.8%. The accuracy was 96%. The sensitivity was 96.5 and the specificity 87.8%. According to them, the 

mean absolute deviation of hospital stay was 3.9 days while the median absolute deviation indicated a value of 2.85 days.  

Using datasets containing Covid-19 patient data, Sinha, Tushar, and Goel [6] used catboost as algorithm to predict the maximum duration of a patient's 

stay in a hospital. Their goal was to help hospitals quickly manage hospital resources such as beds and medications. This allows hospitals to be 

productive and systematic in their operations while maximizing the time to discover a patient's infection in order to provide rapid treatment and 

optimize the patient's stay in the hospital, especially in times of Covid-19. Their model gave an accuracy performance of 92.33% for the train set.   

3. MATERIALS AND METHODS 

The data used for this study was collected at Clinique La Lumière, located in the city of Butembo, North Kivu Province, DR Congo. This is in fact 

secondary data. Since Clinique La Lumière is located in a semi-urban area, there is still the inadequacy of the use of information systems to store the 

daily data of patients. Thus, it is from the patient registry that that data was extracted. 838 samples were extracted and these samples vary from the 

period of January 2, 2010 to August 25, 2021. The dataset was in French but the authors translated it into English and it included seven attributes: 

Patient ID, Date of Entry, Date of Discharge, Gender, Age, Disease, and Service where the patient was admitted. This clinic has four different 

departments: Neonatology, Gynecology, Hospitalization and Pediatrics. The distribution of patients in these four different departments is shown below:  

 

 

 

 

 

 

 

 

 

 

Figure 1. Distribution of Patients by Service 

As it can be seen in the above figure, Hospitalization had the highest record followed by Pediatrics and Neonatology. Only by looking at the services of 

this clinic and the number of patients in each service, it can be concluded that this clinic is mainly dedicated to the integral care of women and children. 

Thus, the main objective of this study was to predict, using data mining techniques, the number of days that a patient can spend in the different 

departments of the Clinique la Lumière. The authors wanted to ensure the adequate management of hospital beds, especially since several diseases 

including the Ebola epidemic threaten the region in which the clinic is located. Hence, the need to carefully manage the entries and discharges of the 

hospital to avoid the congestion of sick children in this semi-urban clinic.  
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3.1. Study design 

Three architectures were proposed in order to achieve the objectives of this study. First, the authors defined the stacking regression pipeline. Secondly, 

they built the Deep learning model, as one of the objectives was to compare the performance of the stacked regression model and the Deep Neural 

Network.  

 

 

 

 

 

 

 

 

 

 

Figure 2. Stacked ensemble regression pipeline 

Known as one of the powerful techniques for prediction [7], stacking ensemble helped the authors to build an accurate model for predicting Patient’s 

length of stay. The above pipeline (Figure 2) illustrates the architecture of the developed stacked regression model.  The authors did not tune neither the 

base-learners nor the meta-learner. In fact, when applying GridSearchCV, the authors were getting a lower performance for both single and ensemble 

models. Therefore, only by tuning extreme gradient boost, with random state equals zero, learning rate of 0.1, three as max_depth, and n_estimators 

equals 100 and setting up radial basis function as the kernel of SVR to reduce the dimensionality of the data [7], the model came up with a higher 

performance and reduced RMSE, MAE, and MSE metrics and increased the coefficient of determination.   

 

 

 

 

 

 

 

 

 

Figure 3. Deep Neural Network Pipeline 

The above figure 3 illustrates the components of the developed Deep Neural Network model. The author created this model using Keras Sequential 

model. The model has the following architecture:  

 The first dense, the input layer has four as input dimensions as we have 4 features and 256 output nodes. To activate the output, we used 

ReLU.  

 The study proposed three hidden layers both using ReLU as activation function.  

 The output layer was a fully connected layer with 64 input nodes from the output of the last hidden layer and the output was a regressive 

value. Since the problem is a linear-based regression, the author did not use a nonlinear function for the activation [8], but rather a linear one 

such that at the output, the value of the neuron is equal to its activation level, in which the function does not change its value [9]. This 

function can be written as follows: 

𝑦 =  𝑤𝑗𝑥𝑗

𝑛

𝑗=1
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On the other hand, the entire proposed architecture of this study is illustrated below. The objective of this architecture was to predict the LOS of 

Patients based on four explanatory variables: Gender, Age, Disease, Service. The study was divided into five main steps: Data pre-processing, 

Statistical Analysis, Data Transformation, ML Tasks, and Evaluation of model performances.  Figure 4 presents the illustration of these steps in a 

schematic way. Since the use of secondary data leads researchers to rely on the original measurement tool used to collect primary data [10], it was 

difficult for the authors to evaluate the instrumentation used to collect these data. Hence, the intervention of data pre-processing phase in order to not 

only deal with bias, missing data but also to perform feature engineering.    

The statistical phase allowed the authors to extract relevant and reliable information for ML operations. The impact of this phase was beneficial because 

it made the authors learn about the phenomena observed [11] in the collected data and know if the secondary data obtained are favorable for a linear 

regression. Consequently, the importance of the transformation phase to overcome the assumption of normality for a good regression analysis and 

modeling. Before performing ML tasks, the authors split first the cleaned dataset by using 101 as random state value, 25% for test set and 75% for train 

set. At the end, the study evaluated the metrics of the different built models.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Study Architecture 

3.2. Data preparation 

As the dataset came from a register, it had several internal issues. The biggest issue was that some dates of discharge were put in the column of entry 

date. Therefore, when trying to get the LOS values by computing date of discharge minus date of entry, results were negative values. To handle this 

issue, after getting the new column of LOS, by performing feature engineering, the authors used the function abs() from Pandas in order to convert all 

the obtained LOS to absolute values. The second issue was the column Age. As the Clinic has a Neonatology Department, that column comprised ages 

of patients measured in Year and others in Days. To uniform data and use only Year as a unit, the authors split first the dataset into two parts. In the 

first part, he put all data where Age does not have Day. In the second part, it was put only data where the column Age contains Day as a part of the age. 

After that, values were extracted in the column Age of the second part using str.extract() from Pandas [8] in order to get only the numeric part of the 

date and then convert it into Year by dividing the age by 365. Finally, the authors combined the two dataset. They obtained thus a dataset that has only 

Age in Year.  

To make the used data a regression problem, the authors dropped Patient ID, Date of entry, and Date of discharge as the feature-engineering step 

already allowed obtaining LOS as a dependent variable from Date of entry and Date of discharge. Moreover, the authors used LabelEncoder() from 

sklearn.preprocessing in order to encode all the data of the column Disease in numeric and map() function from Pandas to replace string values in the 

Service column by the numeric values.  

After performing the statistical analysis by transforming the data and removing outliers, the final dataset contained 706 records. At the end, the used 

dataset to perform ML tasks contains transformed data. Hence, to use this data for another purpose, one would inverse the transformation. For Gender, 
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Age, Service and LOS, to reverse the transformation, one needs to use np.expm1() function while for Disease, one needs to apply 

scaler.inverse_transform function. However, the following table illustrates the description of variables and presents the code format of the data:  

 Table 1. Final data structure before log and MinMaxScaler transformations of variables  

No Variable Code format 

1  Gender  0: F, 1: M  

2  Age  
All ages were encoded using the pythonic log1p() function. The range of age is from one 

day to 65 years old. The unit is year. Therefore, babe ages (days) were converted by year 

(days/365).  

3  Disease  0: Abortion, 1: Acute Gastritis, 2: Acute bronchitis, 3: Acute encephalitis, 4:Acute enteritis, 

5:Acute febrile gastroenteritis, 6:Acute gastroenteritis, 7:Afebrile, 8:Agnosia, 9:Allergy, 

10:Appendicular, 11:Arteriovenous malformation, 12:Asphyxiated preemie, 13:Bilateral 

hernia, 14:Bronchitis, 15:Chronic valvular disease, 16:Cold and bronchitis, 17:Diabetes, 

18:Digestive tract, 19:Dyspeptic and emotional shock, 20:Emotional trauma, 21:Extreme 

prematurity, 22:Facial fall, 23:Febrile enteritis,  

24:Febrile gastroenteritis, 25:Fever, 26:Flu, 27:Flu and malaria, 28:Focal Cortical 

Dysplasia, 29:Gastritis, 30:Hernia, 31:Hypertension crisis, 32:Hypothermia, 

33:Hypotrophy, 34:Incomplete abortion, 35:Infection, 36:Infection and Diabetes, 

37:Infectious Mononucleosis, 38:Infectious risk, 39:Influenza, 40:Losartan effect, 41:Low 

birth weight, 42:Macrosomia, 43:Malaria, 44:Medium prematurity, 45:Mocking seizure, 

46:Neonatal asphyxia, 47:Neonatal infection, 48:Obstetrical pathology, 49:Pelvic trauma, 

50:Peptic ulcer, 51:Polytrauma, 52:Post-partum infection, 53:Pregnancy discomfort, 

54:Probable acute cystitis, 55:Probable late vision, 56:Respiratory distress, 57:Rheumatism, 

58:Right Ovarian Cyst, 59:Salmonellosis, 60:Senile Dementia, 61:Sepsis, 62:Severe 

malaria, 63:Short-term fever, 64:Threat of preterm birth, 65:Uterine infection, 66:Uterine 

myoma, 67:Vaginal mycoses   

4  Service  0: Pediatrics 

1: Hospitalization  

2: Gynecology 

3: Neonatology  

5  LOS  This is the target. Values of this continuous variable are from the subtraction of Discharge 

date and Entry date  

3.3. Predictive used models 

XGBoost: XGBoost, which means eXtreme Gradient Boosting, is open-source ensemble technique applicable in regression and classification and 

seems to be a kind of instance of the Gradient Boosting Machine algorithm [12]. As an ensemble technique, XGBoost allows the creation of new 

models to correct the residuals of the used models in the ensemble, thus combining their results to obtain the final optimal prediction [13]. It is a faster 

algorithm than other assemble estimators. This has made it the ideal and popular algorithm in data mining and ML [14].  

Support Vector Machine: SVM belongs to the family of supervised algorithms and is applicable in both regression and classification problems. The 

algorithm is built using some parameters with a kernel function that can be linear, Gaussian or polynomial [15]. SVM is one of the powerful algorithms 

for solving nonlinear problems and is effective when a small sample size is available. However, the performance of the SVM model often depends on 

the kernel used and the appropriate selection of the penalty parameters [16].   

Decision Tree: The decision tree is an algorithm that operates as a tree such that any path from the root of the tree is described sequentially by a 

separation of the data until a boolean result is obtained in the leaf node [17]. It is an algorithm that optimizes the model well because it generalizes due 

to its predictive output that is presented in a hierarchical manner [18]. The decision tree is much more widely used because it gives even non-ML 

specialists the ability to interpret easily the results from the tree and ensures the stability of outliers found in the dataset [15].  

Random Forest: Random Forest is a very flexible ML algorithm, applicable to both regression and classification problems.  In its operation RF builds 

various decision trees during the training to produce an average prediction of all the decision trees that have been generated [19]. This algorithm was 

originally developed to combine several trees in the two different types of problems mentioned above by referring to CART. This combination is done 

using the bagging method. Thus, the algorithm is a set of trees each depending on random variables [20]. For the regression cases, RF uses a continuous 

target variable and, in the classification, there is presence of target variable of categorical type [19].  
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Extra Trees: Extra-tree is an ensemble algorithm based on a tree. This algorithm extends the random forest algorithm. In its operation, extra-tree 

regression constructs an ensemble of a regression tree that is not pruned using a classical descending procedure [21]. This recent approach goes beyond 

the random forest functionalities. It uses a random subset of features to construct each base estimator [22].  

Light Gradient Boost Machine: LGBM is an ensemble-learning algorithm. Here, the model is built sequentially by minimizing the error of the 

previously learned models iteratively [23]. This algorithm has the advantage of being easy to implement, to understand, and to reduce the complexity of 

the model [24]. According to Hou et al., [25], LGBM is more advantageous than XGBoost and GBDT in terms of regression fit computation.  

Deep Neural Network: Deep learning usually uses a multi-layer network using the gradient algorithm to build efficient models [26]. It is a learning 

algorithm best suited for large masses of unstructured data [27], which contains input layers with some independent variables and parameters, hidden 

layers capable of transferring the information from the input layer to the output layer [28] using an activation function such as the sigmoid function 

[29]. 

Stacking ensemble: Using Stacking as a method provides better performance because it combines the predictive efforts produced by base learners at 

the first level and then applies a layer called meta-learner to try to combine the previous results of the base learners to ensure the generalization of the 

model. Stacking aims to stack the predictions of various models by applying the linear combination of weights of base learners [8]. 

3.4. Used Tools and Software 

Anaconda was used as an environment to develop the models used in this study. To perform statistical analysis, the author used norm library from 

scipy.stats and the numpy function log1p which applies log(1+x) [30] was applied to all data of  Gender, Age, Service and of the target LOS in order 

respectively to transform the mentioned variables. MinMaxScaler() from sklearn.preprocessing was used to transform the Disease variable. To detect 

outliers in data, authors used boxplot from Pandas library [31]. Numpy helped, through its function percentile, to replace all the outliers by np.nan(). 

Later on, the authors dropped all the NaN rows.  To build a linear model, which helped the author sto verify the relationship between the fourth 

independent variables and the dependent variable of this study, ordinary least squares (OLS) was used as library from statsmodels.formula.api. This 

library was useful because it allowed the authors to verify some regression assumptions such as the significance of features, homoscedasticity, 

normality, independence, and the multicollinearity [32].   

On the other hands, regarding the ML phase, the authors used  XGBRegressor from xgboost open source library to perform the first single regression 

model; SVR from sklearn.svm; DecisionTreeRegressor from sklearn.tree; RandomForestRegressor from sklearn.ensemble; ExtraTreesRegressor from 

sklearn.ensemble; LGBMRegressor from lightgbm library; and Sequential model from Keras to build the Deep Neural Network regression. At the end, 

modelStackingRegressor from mlxtend.regressor library was used to perform stacked ensemble regression.  

Moreover, residuals_plot from yellowbrick.regressor was used in order to plot the residuals of the stacking regressor model. To plot metrics results of 

the used models, the authors used Excel 2016.  

3.5. Performance metrics 

As shown in Figure 3, the study applied five different metrics to evaluate the performance of the models. The first metric was the MAE. This metric is 

considered in statistics as the average magnitude of the errors obtained in a set of predictions, regardless of their direction [33]. In other words, on a 

sample tested in a statistical analysis, MAE is the average of the absolute differences between the predicted value and the actual observation, while 

assigning the same weight to all individual differences [34]. The following formula illustrates how to calculate the MAE:  

𝑀𝐴𝐸 =
1

𝑛
  𝑦𝑖 − 𝑦 𝑖  

𝑛

𝑖=1

 

 where n is the number of samples, 𝑦𝑖 the actual observation and 𝑦̂𝑖 the predicted value.  

Moreover, R-Squared was the second metric to be used. The coefficient of determination R2- Squared is the proportion of the variance that can be 

found in the variable to be explained or dependent variable in regression that is predictable from the explanatory variables [35]. The formula to perform 

this metric is as follows:  

𝑅2 = 1 −
 (𝑋𝑖 − 𝑌𝑖)

2𝑚
𝑖=1

 (𝑌 − 𝑌𝑖)
2𝑚

𝑖=1

 

Where 𝑋𝑖 represents the predicted value, Y𝑖 the actual value and 𝑌  the mean of all the actual values. The authors also used the Mean Squared Error 

(MSE) to assess the performance of the models. This metric, in statistics, is defined by:  

𝑀𝑆𝐸 =
1

𝑛
 (𝑦𝑖 − 𝑦 𝑖)

2

𝑛

𝑖=1

 

MSE is much more useful to compare several models, especially when one of these estimators is biased. In the case where the estimators to be 

compared are unbiased, the best performing estimator will be the one with the smallest variance. Therefore, the MSE can be expressed as a function of 

the bias of an estimator and its variance [36]. 
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The fourth metric used in this study was the root mean square error (RMSE), which is defined mathematically via the equation:  

𝑅𝑀𝑆𝐸 =  
1

𝑛
 (𝑦𝑖 − 𝑦 𝑖)

2

𝑛

𝑖=1

 

 Strictly speaking, the RMSE is a measure of the average error, weighted by the square of the error. The purpose of this metric is to provide knowledge 

of the magnitude of the error of the prediction by not indicating the direction of the errors. RMSE is a squared quantity that is more influenced by large 

errors than by small errors. Thus, having a small RMSE value determines the higher accuracy of a model [37].  

4. RESULTS AND DISCUSSIONS 

RQ1. How can statistical analysis help to improve ML model performance?  

Although it is known that ML is totally different from statistics, such as for statistics, there are assumptions to build a model, while ML process does 

not often have assumptions [38], the authors of this study proved the necessity of a primordial phase of statistical analysis when it comes to secondary 

data and linear regression before moving on to ML tasks [39]. This statistical phase allowed to settle the adequate data and to get appropriate 

explanatory variables to be fed in the ML model thanks to the verification of the linear regression assumptions. Therefore, after verifying these 

assumptions, the author was able to build a powerful stacked ML model that reduces MAE, MSE, R-Squared and RMSE.  

Actually, the multi linear regression assumptions can be expressed mathematically as follows:  

 

 

 

 

 

 

Figure 5. Representation of multi linear regression assumptions 

Multicollinearity among features: After performing Variance Inflation Factor (VIF) to check the multicollinearity of the explanatory variables, the 

authors obtained VIF of 1.89 for Gender, 2.14 for Age, 3.82 for Disease, and 2.29 for Service. There was no feature with VIF more than 5. Hence, there 

was no significant multicollinearity or a moderate correlation between the regressors [40].   

Linearity and Normality Test: At the first look, the used dataset was not normally distributed.  Therefore, the authors applied log1p() and 

MinMaxSclaer() functions in order to fix the problem of multivariate normality. After applying these two functions in the variables, the authors were 

able to verify the distribution of the data through the histograms below:   

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6. Linearity and Normality after transformation 
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Autocorrelation of residuals: Since there are some peaks outside the gray zone of the confidence interval, in the below plot, the authors concluded that 

there is some autocorrelation in some lags between our residuals. This can be seen in table 2 where the Durbin-Watson test is 0.315, which is less than 

2. Hence, there was a positive correlation between the residuals [41]. Thus, the violation of autocorrelation of residuals.   

 

 

 

 

 

 

 

 

 

 

Figure 7. Autocorrelation Function (ACF) and Partial Autocorrelation Function (PACF) graphs of residuals 

In fact, a model with auto-correlated residuals symbolizes the dependence of previous and current observed values. This means that there are 

unexplained underlying factors in the dependent variable that are in the error terms [42].  

Homoscedasticity: From the below scatter plot, it can be seen that when the predicted values are less, the residuals are also less, though it can be seen 

on the right when the predicted values are big, the residuals values tend to be less. To confirm the homoscedasticity, the authors also computed the 

correlation of predicted values and residuals and we got -0.0. This confirmed the assumption of homoscedasticity. Because the correlation between the 

predicted values and the residuals was not significant, the authors concluded that the assumption of homoscedasticity was satisfied.  

 

 

 

 

 

 

 

 

 

 

Figure 8. Homoscedasticity 

Before performing statistical analysis, the built stacked regression model had an accuracy of 85%, MAE of 15.97, R-Squared of 0.85, MSE of 3163.1 

and RMSE of 56.24. However, after checking the assumptions and transforming our data, the stacked model performed better as it can be seen in Table 

4.  

RQ2. Are the used features to predict LOS statistically significant?  

The above left part of table 2 returns the dependent variable (LOS), the number of observations (706 rows) in the processed data set and the degree of 

freedom of the regression model (Df Residuals). Recall the Df Residuals is calculated as follows:  

Df Residuals = No. Observations - Df Model - 1  

 where No. Observations are 706 rows and Df Model number of our predicting variables, that is 4. Moreover, this model has a nonrobust covariance 

type, which means that the model did not use the robust covariance, which aims at minimizing or even eliminating all positively, or negatively related 

variables [43].  

Table 2. OLS Results for the regression model for verifying the significance of used features  
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P >|t| of Gender is 0.001, that of Age is 0.000, of Disease 0.003, and of Service is 0.000. Both are smaller than 0.05, the p-value. These are good values 

if one wants to have 95% confidence in the findings of the model. It means that there are respectively 0.1%, 0%, 0.3%, 0% chances that the four 

predicting variables have no effect on the LOS which is the dependent variable. Clearly speaking, those exploratory variables influence the LOS 

significantly. In that case, the author rejected the null hypothesis. It means that those four variables have an influence on LOS. The increasing or 

decreasing of one of them will influence the LOS. The findings presented a value of 0.456 as R-squared. Therefore, the authors concluded that Genre, 

Age, Disease, and Service explain about 45.6% of the variability in LOS. Performing the estimation procedure as shown above, the author concluded 

that LOS and Gender, Age, Disease, and Service are related such that:   

LOS = 4.3952 + (0.3474 * Gender) + [(-0.4651) * Age] + [(-0.3825) * Disease] + [(-0.7130) * Service] 

where 4.3952 represents the Intercept, which gives the response variable when other variables are equal to zero or constants [44]. Table 3 below shows 

the significance of all the features, which were obtanied after performing the pvalues() function from the fitted model as follows fitted_model.pvalues 

and creating a function which returns yes if the p-value of a feature is less than 0.05 or no if not. Therefore, all of our predicting variables are 

statistically significant with the threshold of p-value less than 0.05: 

Table 3. Significance of independent variables 

Features  p-values  Is it statistically significant?  

Gender  0.001  Yes  

Age  0.000  Yes  

Disease   0.003  Yes  

Service  0.000  Yes  

RQ3. Which ML regression model predicts better LOS in a semi urban hospital?  

 The results of the Stacking Regressor predictions have proven the assumption of stability and lower variance as the stacking combines the 

performances of several algorithms [45]. As it is illustrated in table 4 below, the authors concluded that stacking regression performed better by having 

a MAE of 0.12, MSE of 0.14 and RMSE of 0.37. From the results in table 4, it can be seen clearly how the value of the mean square error for the 

stacked regression model is lower than for other models. This RMSE value is significantly lower than even the mean value of the patient length of stay 

variable, which was 2.979, and its standard deviation of 1.219. This means that the algorithm learned accurately from the used dataset and performed 

better. Therefore, on average, the LOS prediction of the regressive model was 0.37 units away from the real values.  

Moreover, the coefficient of determination R² value of our model is 0.91. This means that 91% of the observed variability in the LOS in the hospital is 

captured and learned by the model and the remaining 9% is due to other factors, which can be for example the expertise of the treating physician, or 

even the climatic season during which the patient was admitted to the hospital.  



International Journal of Research Publication and Reviews, Vol 4, no 2, pp 273-285February 2023                                   282 

 

 Table 4.  Model Evaluation Metrics 

Model  MAE  R-Squared  MSE  RMSE  Accuracy  

Random Forest Regressor  0.190  0.880  0.180  0.420  0.880  

Extra Trees Regressor  0.130  0.890  0.160  0.400  0.890  

Decision Tree Regressor  0.150  0.870  0.200  0.440  0.870  

XGBoost Regressor  0.370  0.780  0.340  0.580  0.430  

Deep Neural Network  0.430  0.620  0.580  0.760  0.780  

Light GBM Regressor  0.350  0.800  0.310  0.560  0.800  

SVR  0.450  0.610  0.590  0.770  0.610  

Stacked Regressor  0.120  0.910  0.140  0.370  0.910 

In Figure 9, the histogram illustrates how the Stacked Regression has a higher accuracy than all other models. Its accuracy is 91%. While Extreme 

Gradient Boost has the lowest accuracy, 43%. Concerning the R-Squared score, given that the closer its value is to 1, the better the model is, the author 

concluded that the Stacked model is able to make strong predictions about the length of stay at the hospital of a Patient given that the R-Squared 

stacked is 0.91.  In addition, a very low Root Mean Squared Error was recorded in the Stacked model, followed by Extra Trees Regressor, Random 

Forest Regressor, Decision Tree Regressor, Light GBM, XGBoost, Deep Neural Network and SVR respectively.  

From the MAE point of view, the Stacked model again won by presenting a value of 0.12, followed by Extra Trees Regressor, Decision Tree Regressor 

0.15 and Random Forest Regressor 0.19. For the other four models, their MAE was over 0.30. In the end, for the MSE, in the first position is always 

stacking regression, which had the lowest MSE, 0.14. It was followed by Extra Trees Regressor with an MSE of 0.16, then Random Forest Regressor 

0.18 and the Decision Tree Regressor with 0.2. The other four had an MSE of more than 0.3.  In general, SVR, Deep Neural Network, Light GBM, and 

XGBoost did not perform well. It is clear that Extra Trees Regressor, Random Forest Regressor, and Decision Tree Regressor learned the structure of 

our Patient Length of Stay data well. Thus, by combining the different models, except for the Deep Neural Network, we were able to optimize our 

model to be able to generalize.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9. Model performances chart 

In addition to the stacking model evaluation metrics, the authors were able to plot the correlation of the predicted values against the actual values using 

the test set. As can be seen below, the correlation between the two arrays (y predicted and actual y tests) is 0.95. On the right, there is the plot of 

residuals against the predicted values. In fact, residuals are understood as the actual value minus the predicted value.  That right figure allowed seeing 

how well the constructed regressive model performed. Indeed, a regression model is efficient if the points representing the residuals are close to the 

horizontal line [46] knowing that residuals are plotted in axis Y and predicted values in axis X.   
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Figure 10. On the left the correlation between Actual vs Predicted LOS    and on the right the residuals of the stacking model 

The above right figure also confirmed the assumption of homoscedasticity as both axes have the same variance and they are moving together.  

5. Conclusion AND FURTHER RESEARCH 

This study has proved the necessity of using statistical analysis as a preliminary phase of a regression problem in Machine Learning. In fact, the first 

models that the authors developed before applying this preliminary phase had poor performances. When the authors applied the statistical analysis, they 

were able to remove skewness, outliers and check all the assumptions of the multi-linear regression, the performances of all the developed models were 

improved until reaching 91% and 0.91 as respectively the accuracy and the r-squared for stacking regression model for test set.  

In the future, the author proposes to use different datasets for different hospitals to test with the same statistical and machine learning techniques used in 

this research to see if we can get a good performance like the one obtained here.  
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