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A B S T R A C T 

Large amounts of data are generated by high performance applications. The huge volume of data produced by computation causes data to be scattered 

throughout the file system. When users need to find these files for subsequent use, issues start to arise. This might not be a problem for modest numbers of 

files, but as the quantity and size of files rise, it becomes more challenging to locate particular files on the file system using standard techniques. The research 

and examination of file searching methods in distributed systems is the primary subject of this paper. Analyzes various distributed environments as well as 

current distributed system search techniques. 
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1. Introduction 

Computations today require powerful gear. A strategy for achieving outcomes more quickly is to keep buying new hardware. However, purchasing a 

supercomputer is an expensive option, and the software installation process for these modern supercomputers takes a long time. The costs associated with 

maintaining them are also substantial. The use of a distributed system is another method for improving system performance. Several computers are linked 

together in a dispersed system, typically by LAN. A distributed system is thus described as "a collection of independent computers (nodes) that appears to 

its users as a single coherent system." [1] Distributed systems include distributed file systems (DFS). Data processing is not directly served by DFS. Users 

can share and store data via them. Additionally, they enable users to interact with these data as easily as if they were kept on their own computer. 

The requirement for massive amounts of data to be stored has increased over the last few years. Whether the data are from scientific calculation, 

multimedia (such as photographs, music, or video), or both, they should be stored for later use or dissemination among users. Additionally, users require 

their data as soon as possible. Both a distributed file system and a local file system can be used to store data files. Although the local file system supplies 

the data rapidly, it is not large enough to store a significant amount of data. However, a distributed file system has many benefits, including scalability, 

capacity, security, and reliability. 

Unstructured data is arranged in a hierarchical namespace of files that is shared by networked nodes and is stored persistently by distributed file 

systems. Until they are expressly deleted, files can survive the lifetime of processes and nodes. They can thus be considered the foundation of a distributed 

computing architecture. [14]15][16][17] [18].  

2. CONNECTED WORK 

Different distributed system kinds and file searching methods are covered in this section. Distributed computing systems, distributed information 

systems, and distributed pervasive systems are examples of distributed systems. The several categories of file searching methods—FusionFS, Apache 

Lucene, Grep, and Cloudera Search—are described. 
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Various distributed system types include: 

 

A. Systems for Distributed Computing 

 

• Employed for activities requiring high performance computing 

 

• Computerized clusters 

 

Systems for grid computing 

 

Systems for Distributed Information 

 

• Mainly management and business function integration systems 

 

• Systems for handling transactions 

 

• Integration of business applications 

 

Distributed omnipresent systems (C) 

 

• Embedded and mobile systems 

 

• Home appliances 

 

Networks of sensors 

 

Clusters [10], Grids [11], P2P (Peer-to-Peer) networks [12], distributed storage systems, and other forms of distributed systems are only a few 

examples. A cluster is a purpose-built collection of linked computers that works together to simulate a single supercomputer and is typically employed in 

high performance research, technical, and commercial applications. Based on user-specified QoS (Quality of Service) requirements, the grid enables 

coordinated sharing and grouping of distributed resources. The majority of the time, grids are utilized to enable new e-Science and e-Business 

applications. P2P networks are distributed, decentralized systems that provide functions like content distribution via open networks, instant messaging, 

and file-sharing. Users have a unified view of the data stored on many file systems and machines that may be connected to the same network or to other 

networks thanks to distributed storage systems like NFS (Network File System). 

 

Techniques for searching files: 

 

One. FusionFS 

 

High-speed computing uses a distributed file system called FusionFS [3]. It co-occurs with contemporary parallel file systems that are tailored for a 

selection of both Many-Task Computing workloads and HPC workloads. The computing resource infrastructure uses FusionFS, a user-level file system 

that enables each compute node to actively participate in the metadata and data management. A zero-hop distributed hash table called ZHT [2] is used to 

implement distributed metadata management. For the particular needs of high-end computing (such as dependable hardware, quick networks, no "churn," 

low latencies, and scientific computing data-access patterns), ZHT was adopted. Based on the data access patterns, the data is divided and dispersed over 

numerous nodes. Data availability is ensured through replication, and high aggregate throughput is delivered by cooperative caching. 

 

B. Lucene by Apache 

 

A high-performance, scalable information retrieval (IR) library is Lucene [4]. Searching for papers, information within documents, or metadata about 

documents is referred to as information retrieval [5]. An application gets search capabilities from Lucene. It is an established, open-source Java project 

that is free to use. Lucene offers a robust core API that only necessitates a passing familiarity with full-text indexing and searching. 

 

The building block of indexing and searching are documents. It might be compared to a box that contains one or more Fields. The data's substance is 

contained in these fields. Each Field is identified by a name and a number of specific parameters that specify what Lucene should do with the value of the 

Field when documents are added to the index. Before being included to the index, raw content sources are converted into Lucene's Documents and Fields. 

These fields' values are searched while performing a search. Tokenization is the process of turning a field's text value into a token when a field is indexed 
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in Lucene. The value of a Field can also be saved. When this occurs, a copy of the value that hasn't been tokenized or processed is saved in the index so it 

may be accessed later. 

 

It is very common practice to index text-based files for search purposes, and tools like GNU Grep can be used to search for content in a file on a single 

computer. Nevertheless, there aren't many distributed indexing and searching techniques out there. Google is a typical illustration of a distributed search 

system [15]. However, because they are mostly web-based, these search engines need a lot of processing power to construct and maintain their indexes, 

which are created by link crawling and aggregation. 

 

Cloudera Search C 

 

Apache Solr [7], an enterprise search variant of Apache Lucene, is used by Cloudera Search [6], a product of Cloudera. A MapReduce-based highly 

scalable indexing procedure is part of Cloudera Search. Launching a MapReduce workflow onto specific HDFS files or folders causes the field extraction 

and Solr schema mapping to be carried out. Reducers use Solr to determine whether to write the data as a single index or as index shards based on the 

system's settings and preferences. Utilizing typical Solr techniques, queries can be made once the indexes have been placed in HDFS. As was already 

noted, Apache Lucene serves as the foundation for Apache Solr, an open source enterprise search platform. By offering distributed indexing, replication, 

load-balanced querying, automated failover and recovery, and central configuration, it goes beyond Lucene. 

 

Grep Search, D. 

 

Grep [8] looks for lines in input files that match a specified pattern list. If a match is found in a line, it copies the line to standard output (by default) or 

generates any additional output you've specified using the options. 

 

III. FusionFS vs. Grep, and Cloudera Search Comparison 

 

Here is a brief explanation of how Grep and Hadoop Grep's search mechanisms, as well as Cloudera Search's indexing and searching mechanisms, 

function. Hadoop Grep [8] differs from the standard UNIX Grep in that it simply displays the matched string rather than the entire matching line. 

 

Using MapReduce jobs, Cloudera Search offers the capability to batch index documents. With the help of a configuration file and a collection of input 

files, the MapReduceIndexerTool [9] produces a set of Solr index shards. The indexes are then flexible, scalable, and fault-tolerantly written into HDFS. 

In the output directory, the indexer builds an offline HDFS index. The generated offline index is combined by Solr with the currently active service. The 

criteria used for comparison are as follows: 

 

Indexing Throughput, first 

 

As the size of the file increases, our ability to index it is measured in megabytes (MB) per second. Figure 1 shows that Cloudera's indexing system 

outperforms FusionFS on the four nodes. As the number of nodes rises, FusionFS outperforms Cloudera Search by a factor of at least 2.5. This is because 

the demand on each node decreases as the number of nodes increases. However, this is not the case with Cloudera Search; adding nodes has little effect on 

the indexing throughput. 

 

2. METHODOLOGY 

The following describes how each module operates: 

1. Inter-process communication (IPC) module: IPC is a method that enables data exchange between processes. IPC aids a programmer in organizing 

the activities among several processes by giving a user a set of programming interfaces. IPC makes it possible for one program to manage another, 

allowing for frictionless data interchange. 

By allowing processes to share memory and information via segments, semaphores, and other mechanisms, IPC enables data communication. It makes 

message passing between processes more effective. It supports a large number of operating systems and languages and can use the publish/subscribe and 

client/server data-transfer paradigms. IPC module handles each of these tasks to facilitate communication between processes and nodes. 

2. Client Module: The client module handles every task that needs to be completed when a request is made for any file. It contains details about each 

linked node, and those nodes also have lists of their shared files. There may be multiple clients connected to the server, and the client module manages all 

client activity. 

3. File Search: This Distributed System module allows for file searching. Any method, including hashing, binary search trees, or binary search, can be 

used. By choosing one of the methods, if the file is on the server, it will immediately provide the file and its contents to the client; otherwise, it will 

broadcast the request to all nodes and those nodes will check to see if any of them might have the requested file. Finally, the file is returned to the client 

when the node (or its IP address) has received it (if the requested file is present on any linked nodes in DS). 
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4. File Traversing: The file traversing module allows you to view all of the files that are currently on the node. Each file is shown along with its path 

and subdirectories [19] [20] [21] [22]. Therefore, this module assists us when we want to discover which files are present on a particular node. The 

necessary clients are connected to the client module, which in turn has a number of nodes connected to it. 

 

3.RESULTS: 

.1. Binary Search Tree: A binary search tree has left and right children for each node. Both children or any one of them could be missing. Binary 

search trees are shown in Figure 5. A binary search tree has the property that all children to the left of the node have values smaller than k and all children 

to the right of the node have values bigger than k, assuming that k denotes the value of a particular node. The exposed nodes at the bottom of a tree are 

known as leaves, and the top of the tree is known as the root. The root is node 20 in Figure 5, while the leaves are nodes 4, 16, 37, and 43. The distance 

from root to leaf along the longest path determines a tree's height. The tree height in this illustration is 2. 

 

a Binary Search Tree in Figure 5. 

2. Hashing: Data is stored in an array using the hashing approach to make sorting, searching, inserting, and removing data quick and easy. Every 

record needs a different key for this. 

The fundamental idea is to determine a record's position inside the array rather than using comparison to get its precise location. Hash function and Hash 

table are the names of the array and the function that returns the position, respectively. 

4.CONCLUSION 

1. Binary Search Tree: Each node in a binary search tree has both left and right children. Any one of the kids could be gone or even both of them. Figure 5 

depicts binary search trees. Assuming that k represents the value of a certain node, a binary search tree has the feature that all children to its left have 

values lower than k and all children to its right have values larger than k. A tree's exposed nodes at the base are referred to as its leaves, while its exposed 

nodes at the top are referred to as its root. In Figure 5, node 20 represents the base, and nodes 4, 16, 37, and 43 represent the leaves. A tree's height is 

determined by the length of the longest path from root to leaf. In this example, the height of the tree is 2. 

 

2. Hashing: Data is stored in an array using the hashing approach to facilitate sorting, searching, inserting, and removing data quick and simple. See Figure 

5 for an example of a binary search tree. For this, a unique key is required for each record. 

Instead of using comparison to identify a record's precise location inside the array, the basic idea is to ascertain that record's position within the array. The 

array's name and the function's name that returns the position are, respectively, Hash function and Hash table.[13] [14] 15] [16] [17] [18] . 
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