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ABSTRACT 

Texture similarity and local intensity smoothness are both essential for solving most image inpainting problems. In this work, we propose a novel image inpainting 

algorithm that is capable of reproducing the underlying textural details using a texture measure and also smoothing pixel with the proposed Gaussian-weighted 

filtering. The proposed algorithm is compared with other image inpainting algorithms under different scenarios including object removal, texture synthesis, and 

error concealment. Experimental results show that the proposed algorithm outperforms the existing algorithms. 

Keywords – Gaussian-Weighted filtering, Target Localization, Texture Similarity, Inpainting using Gaussian filtering, Image innpainting. 

INTRODUCTION 

Image processing is a method to convert an image into digital form and perform some operations on it, in order to get an enhanced image or to extract 

some useful information from it. It is a type of signal dispensation in which input is image, like video frame or photograph and output may be image or 

characteristics associated with that image. Nowadays, image processing is among rapidly growing technologies. It forms a core research area within 

engineering and computer science disciplines too. 

Digital Image Processing deals with manipulation of digital images through a digital computer. It is a subfield of signals and systems but focus particularly 

on images. DIP focuses on developing a computer system that is able to perform processing on an image. The input of that system is a digital image and 

the system process that image using efficient algorithms, and gives an image as an output. 

An image is defined by the mathematical function f(x,y) where x and y are the two co-ordinates horizontally and vertically. The value of f(x,y) at any 

point is gives the pixel value at that point of an image. Pixel is the smallest element of an image. Each pixel corresponds to any one value. In an 8-bit 

gray scale image, The value of the pixel between 0 and 255. Each pixel stores a value proportional to the light intensity at that particular location. 

Yeh, Raymond A.,pp 5845-5493 2017, propose a new method for semantic image inpainting that generates missing content by conditioning on available 

data. Yang, Chao, and Xin Lu., IEEE 2019, created high-resolution image inpainting using multi-scale neural patch synthesis. Deep learning advances 

have shown exciting promise in filling large gaps in natural images with semantically plausible and context aware details, influencing fundamental image 

manipulation tasks like object removal. Yu, Jiahui, and Xin Lu. (2018) generate image inpainting with contextual attention by inpainting large missing 

regions in an image using deep learning-based approaches. These methods can produce visually plausible image structures and textures, but they 

frequently produce distorted structures or blurry textures that do not match the surrounding areas. Image inpainting for irregular holes using partial 

convolutions was proposed by Liu, Andrew Tao, and Bryan Catanzaro in 2018. Existing deep learning-based image inpainting methods apply a standard 

convolutional network to the corrupted image, with convolutional filter responses conditioned on both valid pixels and substitute values in masked holes. 

They propose using partial convolutions, which are masked and renormalized to condition on only valid pixels. 

In proposed system, a novel image inpainting algorithm that is capable of reproducing the underlying textural details using a texture measure and also 

smoothing pixel with the proposed Gaussian-weighted filtering. The proposed algorithm is compared with other image inpainting algorithms under 

different scenarios including object removal, texture synthesis, and error concealment.  

• Inpainting operation is enhanced by Gaussian filter. 

• Refined patches are invariantly not identified with edges. 

• Gaussian distribution based filtering process enhances the inpainted region. 

In this paper, the proposed method had been documented in upcoming section and it have been experimented with benchmark datasets to prove texture 

matching based image inpainting using Gaussian filtering. Finally, the results are concluded in the result analysis section. 

http://www.ijrpr.com/
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METHODOLOGY 

In this paper, we examined the texture matching based image inpainting problem by using Target Localization, Texture Similarity Matching and Inpainting 

Using Gaussian Filter. In this paper, the Gaussian Filtering method is proposed in detail. 

In this method, the texture matching image inpainting model has been developed based on the Gaussian filtering. Input images are given into the model 

and the target localization selects the target patch from the source image where the unknown part from the missing region. A Gaussian filter is a linear 

filter. It's usually used to blur the image or to reduce noise. If you use two of them and subtract, you can use them for "unsharp masking" (edge detection). 

The Gaussian filter alone will blur edges and reduce contrast. After picking the target patch, we utilise a new texture similarity metric to choose the 

candidate patches from the source region patches. 

 

 

Then selected target patch get generated by texture similarity which measure texture similarity between source region and target patch and the measure 

is computed using weighted pixel values. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Target Localization:  

First apply a priority function to choose the next target patch. The target patch has a known part from the source region and an unknown part from the 

missing region. The center of the target patch lies on the contour of the outer border (δφ) of the missing region. The priority function contains two terms, 

a confidence term and a data term. The confidence term C(ѱp) is the ratio of known pixels within the patch. The data term D(ѱp) computes the dot 

product of the isophote vector
𝛁𝐈𝐩
→ ˔  (along the direction of equal intensity lines as shown) andthe normal vector

𝒏𝒑
→at the center pixel p.  

The priority function is defined as, 

𝑃(Ψ𝑝) = 𝐶(Ψ𝑝)𝐷(Ψ𝑝), 𝑃𝜖𝛿𝜙 

Where, 

 

                   𝑪(𝜳𝒑) =
|𝜳𝒑 ∩𝜳𝒄|

|𝜳𝒑|
, 𝑫(𝜳𝒑) =

|
𝛁𝐈𝐩
→ ˔∩.

𝒏𝒑
→|

𝑰𝒎𝒂𝒙
 

Where
𝜵𝑰𝒑
→ ˔is the isophote vector orthogonal to the gradient

𝛁𝐈𝐩
→ (computed using the central difference operator) at centerpixel p, Imax is the maximum 

possible gray-level value, whichis 255 in our case, and
𝒏𝒑
→is the unit vector orthogonal to theouter border. Here,

𝛁𝐈𝐩
→ ˔ and 

𝒏𝒑
→are computed at centerpixel p. 

Texture Similarity Matching: 

After choosing the target patch, we use a new  texture similarity  measure for selecting the candidate patches from the source region patches ѱq centered 

at pixel  such that  ѱqᴖΩ=φ . The proposed similarity measure satisfies the following objectives. First, the measure is able to compute the textural 

similarity between a chosen candidate patch the source region and the target patch. Second, the measure is computed using weighted pixel values, where 

the weights are given by a Gaussian kernel, whose center is adaptively chosen for different target patches with varying spatial distributions  of known 

and unknown pixels. 

Inpainting Using Gaussian Filter 

After choosing the candidate patches, we apply the α-trimmed mean filter [48], [49] to the λ candidate patches using the procedure. For each missing 

pixel from the target patch at the index location l, we group the corresponding pixels at the same index location within the candidate patches into a set S 

= Iˆ qi(l);i = {1,2,···,λ}, and order the intensities in the set S in ascending order to obtain 

So ={Xj; j ={ 1,2,···,λ}}, satisfying 
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      X1 ≤ X2 ≤···≤Xλ.                       

Then, we apply the α-trimmed mean filter to the set So to obtain the intensity of that missing pixel, given by, 

       

 

                             

For a given ratio α, the α-trimmed mean of the λ elements in So is obtained by ignoring the αλ smallest elements and the αλ largest elements, and then 

computing the mean of the remaining elements. In our experiment, we use α =0.2. The λ candidate patches are chosen based on the similarity between 

the known part of the target patch and the corresponding part of the candidate patches; thus, the other part of each candidate patch (corresponding to the 

unknown portion of the target patch) could be very different from that of other candidate patches. For this reason, we choose the α-trimmed mean instead 

of a full sample mean or a fully truncated mean (median).  

When computing the intensity of a missing pixel using the corresponding pixels from the candidate patches, the α-trimmedmean filter is less sensitiveto 

outliers (extremely large or small intensity values) than the full sample mean. Also, the α-trimmed mean filter makes use of more than one pixel, which 

provides a better estimate than the fully truncated mean.  

The proposed inpainting algorithm can be applied to inpaint small or large missing regions in grayscale or color images. When inpainting color images, 

the input image is defined as I : D → R3, and the isophote vector at each pixel is computed as the average of the isophote vectors of the three color 

channels  and is given by, 

                                 ∇⃗⃗ 𝐼𝑝
⊥ =

1

3
∑ ∇𝐼 𝑝,𝑡

⊥
𝑡∈{𝑅,𝐺,𝐵}  

where t represents the red (R), green (G), or blue (B) channel, and ∇Ip,t⊥ is the isophote vector at center pixel p in channelt . The NLTS measure for 

inpainting color images is given by, 

                           𝑁𝐿𝑇𝑆(𝐼𝑝̑, 𝐼𝑞) = 𝑒𝑥𝑝{ − ∑ ‖(𝐼𝑝,𝑡 − 𝐼𝑞,𝑡)
𝑜2𝑜𝐺𝑝‖𝑡∈(𝑅,𝐺,𝐵} 1

} 

where Iˆ p,t and Iq,t are the intensity values of the patch p and q, respectively, in channel t. When inpainting a missing pixel at the index location l, we 

fill in each channel of the missing pixel separately by computing the α-trimmed mean of the set  

So,t= {X j,t; j ={ 1,2,···,λ}}, which consists of the intensities of the corresponding pixels within the candidate patches, in channel t. 

                                       𝐼𝑝,𝑡(𝑙) = 𝑚𝑒𝑎𝑛(𝑆𝑜,𝑡) =
1

𝜆−2𝛼𝜆
∑ 𝑋𝑗,𝑡
𝜆−𝛼𝜆
𝑗=𝛼𝜆+1  

EXPERIMENTAL RESULTS AND ANALYSIS 

In this section, We evaluate the proposed algorithm along with current inpainting algorithms for three different image inpainting applications: object 

removal, texture synthesis, and error concealment. In the applications of object removal and texture synthesis, the missing region to be inpainted may 

have an irregular shape, while in the application of error concealment, the missing region is usually a square or a rectangular block. 

Parameter Setting  

There are five variable parameters in the proposed algorithm: the patch size m, the parameter h in the NLTS measure, the number of candidate patches λ, 

the value ofα in the α-trimmed mean filter, and the standard deviation of the Gaussian kernel σ. In all of our experiments, the values of h, λ, andα are 

fixed. The patch size depends on the size of the image texture pattern. A small patch size relative to the size of the texture pattern may fail to reconstruct 

the texture of the image. We use a patch size in the range of [3, 17] for our proposed algorithm. The value of σ depends on the patch size (σ ∝m) and the 

busyness [54] of the image texture. If σ is very small, the pixels on the edge of a patch would have a Gaussian weight close to zero, so that when computing 

the similarity between patches, a large patch size may act the same as a smaller patch size. Moreover, when propagating a narrow structure (e.g., a single 

straight line), the value of σ should be smaller than that used for inpainting a textural image, because pixels near the center of the Gaussian kernel, (xc, 

yc), may be sufficient to match the structure. In our experiments, we tried the value of σ in the range of [0.5,4], and we found that it gives good results in 

the range of [1.5,2.5].  

Inpainting Textured Images  

The proposed image inpainting algorithm is able to reconstruct different types of texture due to the NLTS measure, in contrast to other image inpainting 

methods.  

Error Concealment  

In this section, we apply the proposed image inpainting algorithm for the application of recovering missing data from digital images after wireless 

transmission. If the transmitted images are divided into blocks of size 8 × 8 when transmitted (e.g., JPEG), the received images may lose an entire block 

or consecutive blocks due to noise.  Our proposed algorithm is able to recover texture and geometric structure within the missing blocks. 
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Load Input Image: 
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Texture Similarity Matching: 
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Output: 

 

CONCLUSION 

In this work, we have developed an efficient and robust image inpainting method that uses a new nonlocal texture similarity measure to search for several 

candidate examplers for each target patch, which are then fused together using the Gaussian filter to fill in each pixel within the target patch. For the 

application of object removal, our experimental results demonstrate that the proposed algorithm performs better than the other inpainting algorithms w.r.t. 

both the qualitative analysis and the observer studies. For the application of inpainting texture images, the proposed algorithm outperforms the other 

inpainting algorithms in terms of the qualitative appearance, even though the quantitative metrics do not always agree. For the application of error 

concealment, our experimental results show that the proposed algorithm is capable of recovering different textures and structures within the missing 

blocks of the received image. In addition, our proposed algorithm is also very fast in inpainting images as compared to other method. 

FUTURE ENHANCEMENT 

As a future work, we plan to extend the method to very high-resolution inpainting applications using ideas similar to progressive growing of GANs. The 

proposed future inpainting framework and contextual attention module can also be applied on conditional image generation, image editing and 

computational photography tasks including image-based rendering, image super-resolution, guided editing and many others. 
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