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ABSTRACT— 

heart disease is one of the most significant causes of mortality in the world today. Prediction of cardiovascular disease is a critical challenge in the area of clinical 

data analysis. Machine learning (ML) has been shown to be effective in assisting in making decisions and predictions from the large quantity of data produced by 

the healthcare industry. We have also seen ML techniques being used in recent developments in different areas of the Internet of Things (IoT). Various studies give 

only a glimpse into predicting heart disease with ML techniques. In this paper, we propose a novel method that aims at finding significant features by applying 

machine learning techniques resulting in improving the accuracy in the prediction of cardiovascular disease. The prediction model is introduced with different 

combinations of features and several known classification techniques. 
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INTRODUCTION 

 “Machine Learning is a way of Manipulating and extraction of implicit, previously unknown/known and potential useful information about data” . 

Machine Learning is a very vast and diverse field and its scope and implementation is increasing day by day. Machine learning Incorporates various 

classifiers of Supervised, Unsupervised and Ensemble Learning which are used to predict and Find the Accuracy of the given dataset. We can use that 

knowledge in our project of HDPS as it will help a lot of people. 

Cardiovascular diseases are very common these days, they describe a range of conditions that could affect your heart. World health organization estimates 

that 17.9 million global deaths from (Cardiovascular diseases) CVDs. It is the primary reason of deaths in adults. Our project can help predict the people 

who are likely to diagnose with a heart disease by help of their medical history. It recognizes who all are having any  symptoms of heart disease such as 

chest pain or high blood pressure and can help in diagnosing disease with less medical tests and effective treatments, so that they can be cured accordingly. 

This project focuses on mainly three machine learning techniques namely: (1) Decision Tree Algorithm (2) KNN and (3) Naïve Bayes Classifier. The 

accuracy of our project is 87.5% for which is better than previous system where only one data mining technique is used. So, using more data mining 

techniques increased the HDPS accuracy and efficiency. Logistic regression falls under the category of supervised learning. Only discrete values are used 

in logistic regression. The objective of this project is to check whether the patient is likely to be diagnosed with any cardiovascular heart diseases based 

on their medical attributes such as gender, age, chest pain, fasting sugar level, etc. A dataset is selected from the UCI repository with patient’s medical 

history and attributes. By using this dataset, we predict whether the patient can have a heart disease or not. To predict this, we use 14 medical attributes 

of a patient and classify him if the patient is likely to have a heart disease. These medical attributes are trained under three algorithms: Logistic regression, 

KNN and Random Forest Classifier. Most efficient of these algorithms is KNN which gives us the accuracy of 88.52%. And, finally we classify patients 

that are at risk of getting a heart disease or not and also this method is totally cost efficient Day by day the cases of heart diseases are increasing at a rapid 

rate and it’s very Important and concerning to predict any such diseases beforehand. This diagnosis is a difficult task i.e. it should be performed precisely 

and efficiently. The research paper mainly focuses on which patient is more likely to have a heart disease based on various medical attributes. We prepared 

a heart disease prediction system to predict whether the patient is likely to be diagnosed with a heart disease or not using the medical history of the patient. 

We used different algorithms of machine learning such as logistic regression and KNN to predict and classify the patient with heart disease. A quite 

Helpful approach was used to regulate how the model can be used to improve the accuracy of prediction of Heart Attack in any individual. The strength 

of the proposed model was quiet satisfying and was able to predict evidence of having a heart disease in a particular individual by using KNN and Logistic 

Regression which showed a good accuracy in comparison to the previously used classifier such as naive bayes etc. So a quiet significant amount of 

pressure has been lift off by using the given model in finding the probability of the classifier to correctly and accurately identify the heart disease. The 

Given heart disease prediction system enhances medical care and reduces the cost. This project gives us significant knowledge that can help us predict 

the patients with heart disease. 

The severity of the disease is classified based on various methods like K-Nearest Neighbor Algorithm (KNN), Decision Trees (DT), Genetic algorithm 

(GA), and Naïve Bayes (NB). The nature of heart disease is complex and hence, the disease must be handled carefully. Not doing so may affect the heart 
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or cause premature death. The perspective of medical science and data mining are used for discovering various sorts of metabolic syndromes. Data mining 

with classification plays a significant role in the prediction of heart disease and data investigation. 

The Proposed work shows the analysis of various machine learning algorithms, the algorithms that are used in this proposed work are Neural Network 

and Random Forest Classifiers which can be helpful for practitioners or medical analysts for accurately diagnose Heart Disease. This paperwork includes 

examining the journals, published paper and the data of cardiovascular disease of the recent times. Methodology gives a framework for the proposed 

model. 

LITERATURE SURVEY 

[1]. Purushottam ,et ,al proposed a paper “Efficient Heart Disease Prediction System” using hill climbing and decision tree algorithms .They used 

Cleveland dataset and preprocessing of data is performed before using classification algorithms. The Knowledge Extraction is done based on 

Evolutionary Learning (KEEL), an opensource data mining tool that fills the missing values in the data set.A decision tree follows top-down 

order. For each actual node selected by hillclimbing algorithm a node is selected by a test at each level. The parameters and their values used 

are confidence. Its minimum confidence value is 0.25. The accuracy of the system is about 86.7%. 

[2]. Santhana Krishnan. J ,et ,al proposed a paper “Prediction of Heart Disease Using Machine Learning Algorithms” using decision tree and Naive 

Bayes algorithm for prediction of heart disease. In decision tree algorithm the tree is built using certain conditions which gives True or False 

decisions. The algorithms like SVM, KNN are results based on vertical or horizontal split conditions depends on dependent variables. But 

decision tree for a tree like structure having root node, leaves and branches base on the decision made in each of tree Decision tree also help 

in the understating the importance of the attributes in the dataset. They have also used Cleveland data set. Dataset splits in 70% training and 

30% testing by using some methods. This algorithm gives 91% accuracy. The second algorithm is Naive Bayes, which is used for classification. 

It can handle complicated, nonlinear, dependent data so it is found suitable for heart disease dataset as this dataset is also complicated, 

dependent and nonlinear in nature. This algorithm gives an 87% accuracy. 

[3]. Sonam Nikhar et al proposed paper “ Prediction of Heart Disease Using Machine Learning Algorithms” their research gives point to point 

explanation of Naïve Bayes and decision tree classifier that are used especially in the prediction of Heart Disease. 3 Some analysis has been 

led to think about the execution of prescient data mining strategy on the same dataset, and the result decided that Decision Tree has highest 

accuracy than Bayesian classifier. 

[4]. Aditi Gavhane et al proposed a paper “Prediction of Heart Disease Using Machine Learning”, in which training and testing of dataset is 

performed by using neural network algorithm multi-layer perceptron.  In this algorithm there will be one input layer and one output layer and 

one or more layers are hidden layers between these two input and output layers. Through hidden layers each input node is connected to output 

layer. This connection is assigned with some random weights. The other input is called bias which is assigned with weight based on requirement 

the connection between the nodes can be feedforwarded or feedback 

Methodology 

Fig: System Architecture 
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The proposed methodology includes steps, where first step is referred as the collection of the data than in second stage it extracts significant values than 

the 3rd is the preprocessing stage where we explore the data. Data preprocessing deals with the missing values, cleaning of data and normalization 

depending on algorithms used. After pre-processing of data, classifier is used to classify the pre-processed data the classifier used in the proposed model 

are Logistic Regression, Random Forest Classifier and Neural network. Finally, the proposed model is undertaken, where we evaluated our model on the 

basis of accuracy and performance using various performance metrics. Here in this model, an effective Heart Disease Prediction System (EHDPS) has 

been developed using different classifiers. 

The dataset used for this research purpose was the Public Health Dataset and it is dating from 1988 and consists of four databases: Cleveland, Hungary, 

Switzerland, and Long Beach V.It contains 76 attributes, including the predicted attribute, but all published experiments refer to using a subset of 14 of 

them. The “target” field refers to the presence of heart disease in the patient. It is integer- valued 0 = no disease and 1 = disease.The first four rows and 

all the dataset features are shown in Table 1 without any preprocessing. Now the attributes which are used in this research purpose are described as 

follows and for what they are used or resemble: 

 

Fig: Dataset Details 

 

Algorithms Used:  

K-Nearest Neighbor (KNN) Algorithm 

K-Nearest Neighbour is one of the simplest Machine Learning algorithms based on Supervised Learning technique.K-NN algorithm assumes the similarity 

between the new case/data and available cases and put the new case into the category that is most similar to the available categories. 

K-NN algorithm stores all the available data and classifies a new data point based on the similarity. This means when new data appears then it can be 

easily classified into a well suite category by using K- NN algorithm. 

K-NN algorithm can be used for Regression as well as for Classification but mostly it is used for the Classification problems.K-NN is a non-parametric 

algorithm, which means it does not make any assumption on underlying data.  

It is also called a lazy learner algorithm because it does not learn from the training set immediately instead it stores the dataset and at the time of 

classification, it performs an action on the datasetKNN algorithm at the training phase just stores the dataset and when it gets new data, then it classifies 

that data into a category that is much similar to the new data. 
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Suppose there are two categories, i.e., Category A and Category B, and we have a  new data point x1, so this data point will lie in which of these categories. 

To solve this type of problem, we need a K-NN algorithm. With the help of K-NN, we can easily identify the category or class of a particular: 

Fig: Working of KNN algorithm 

Naïve Bayes Algorithm 

Naïve Bayes algorithm is a supervised learning algorithm, which is based on Bayes theorem and used for solving classification problems.It is mainly used 

in text classification that includes a high- dimensional training dataset.Naïve Bayes Classifier is one of the simple and most effective Classification 

algorithms which helps in building the fast machine learning models that can make quick predictions. 

It is a probabilistic classifier, which means it predicts on the basis of the probability of an object.Some popular examples of Naïve Bayes Algorithm are 

spam filtration, Sentimental analysis, and classifying articles. 

The Naïve Bayes algorithm is comprised of two words Naïve and Bayes, Which can be described as: 

• Naïve: It is called Naïve because it assumes that the occurrence of a certain feature is independent of the occurrence of other features. Such 

as if the fruit is identified on the bases of color, shape, and taste, then red, spherical, and sweet fruit is recognized as an apple. Hence each 

feature individually contributes to identify that it is an apple without depending on each other. 

• Bayes: It is called Bayes because it depends on the principle of Bayes' Theorem. 

Bayes' Theorem: 

• Bayes' theorem is also known as Bayes' Rule or Bayes' law, which is used to determine the probability of a hypothesis with prior knowledge. 

It depends on the conditional probability. o The formula for Bayes' theorem is given as: 

Where, 

P(A|B) is Posterior probability: Probability of hypothesis A on the observed event B. 

P(B|A) is Likelihood probability: Probability of the evidence given that the probability of a hypothesis is true. 

P(A) is Prior Probability: Probability of hypothesis before observing the evidence. 

P(B) is Marginal Probability: Probability of Evidence 

https://www.javatpoint.com/bayes-theorem-in-artifical-intelligence
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Decision Tree Algorithm 

Decision Tree is a Supervised learning technique that can be used for both classification and regression problems, but mostly it is preferred for solving 

classification problems. It is a tree-structured classifier, where internal nodes represent the features of a dataset, branches represent the decision rules and 

each leaf node represents the outcome. In a Decision Tree, there are two nodes, which are the Decision Node and Leaf Node. 

Decision nodes are used to make any decision and have multiple branches, whereas Leaf nodes are the output of those decisions and do not contain any 

further branches. The decisions or the test are performed on the basis of features of the given dataset. It is a graphical representation for getting all the 

possible solutions to a problem/decision based on given conditions. It is called a Decision Tree because, similar to a tree, it starts with the root node, 

which expands on further branches and constructs a tree-like structure. 

In order to build a tree, we use the CART algorithm, which stands for Classification and Regression Tree algorithm. A Decision Tree simply asks a 

question, and based on the answer (Yes/No), it further split the tree into subtrees. The Decision Tree Algorithm belongs to the family of supervised 

machine learning algorithms. It can be used for both a classification problem as well as for a regression problem. 

The goal of this algorithm is to create a model that predicts the value of a target variable, for which the decision tree uses the tree representation to solve 

the problem in which the leaf node corresponds to a class label and attributes are represented on the internal node of the tree. 

In Decision Tree the major challenge is to identify the attribute for the root node in each level. This process is known as attribute selection. We have two 

popular attribute selection measures: 

Information Gain: 

When we use a node in a Decision Tree to partition the training instances into smaller subsets, the entropy changes. Information gain is a measure of this 

change in entropy. 

Entropy is the measure of uncertainty of a random variable, it characterizes the impurity of an arbitrary collection of examples. The higher the entropy 

the more the information content. 

Gini Index: 

Gini Index is a metric to measure how often a randomly chosen element would be incorrectly identified. It means an attribute with lower Gini index 

should be preferred. Sklearn supports “Gini” criteria for Gini Index and by default, it takes “gini” value. 

The most notable types of Decision Tree algorithms are:- 

IDichotomiser 3 (ID3): 

This algorithm uses Information Gain to decide which attribute is to be used to classify the current subset of the data. For each level of the tree, information 

gain is calculated for the remaining data recursively. 

C4.5: 

This algorithm is the successor of the ID3 algorithm. This algorithm uses either Information gain or Gain ratio to decide upon the classifying attribute. It 

is a direct improvement from the ID3 algorithm as it can handle both continuous and missing attribute values. 

Classification and Regression Tree (CART): 

It is a dynamic learning algorithm which can produce a regression tree as well as a classification tree depending upon the dependent variable 

CONCLUSION 

In this project, A cardiovascular disease detection model has been developed using three ML classification modelling techniques. This project predicts 

people with cardiovascular disease by extracting the patient medical history that leads to a fatal heart disease from a dataset that includes patients’ medical 

history such as chest pain, sugar level, blood pressure, etc. This Heart Disease detection system assists a patient based on his/her clinical information of 

them been diagnosed with a previous heart disease. The algorithms used in building the given model are Naïve Bayes Classifier, KNN Algorithm and 

Decision Tree Algorithm. Use of more training data ensures the higher chances of the model to accurately predict whether the given person has a heart 

disease or not. 
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