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A B S T R A C T 

Around 23.6 million Indian users are respectively active on Twitter, where users can tweet their points of view about many aspects. A maximum of these 

users is tended to know more than one language and these users can tweet in monolingual English or in their native language. Users are easily code-mixing of 

Hindi and English together or even trilingual to express their opinion on tweeter. Code-mixing is when a person uses more than one language while 

communicating. For this challenge, an automatic language identification tool becomes a very mandatory role for scanning the noisy content on tweeter or any 

other social media platforms. This project is on code-mix Extraction of Hindi and English. Our project presents a corpus for Named Entity Recognition 

(NER) in Hindi-English Code-Mixed along with extensive experiments on our machine learning model, where we have used a Decision Tree Algorithms, 

CRF, and SGD classifiers. 
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1. INTRODUCTION 

Code-mixing can usually see in bilingual and multilingual communities and the reason behind this is that they can easily express their ideas and thoughts 

in a specific language. Indian people speak many languages because of regional diversities, we can say that India is a land of many tongues. There are 

23.6 million Indian users active on Twitter, where these users share their thoughts and ideas on Twitter and these users can tweet in monolingual English 

or in their native language. Users are easily code-mixing of Hindi and English together or even trilingual to express their opinion on tweeter or other social 

media platforms. 

The following are some examples of code-mixing tweets. 

Code-Mixing: “Achaa hua tumne hamare proposal accept kiya or else tumne toh pura paisa betting pe dalta.” 

Translation: “It is good that you have accepted ourproposal or else you would have spent all your money on betting.” 

Code-Mixing: “Zindagi usiko jeena ata hain who faces every obstacle of life.” 

Translation: “He knows how to live who faces every obstacle of life” 

Code-mixing of tweets on Twitter can cause a serious issue to both the Online Social Networks (OSNs‟) basic text data mining algorithms along with 

researchers trying to study online discussion. hence most of the existing tools for analyzing Online Social Network (OSN) text content caters to 

monolingual data. 

In this project our main contributions are: 

1.Developing a token-level language recognition system for Hindi-English code-mixed or monolingual tweets. 

2.Developing Named Entity Recognition (NER) for Hindi-English code-mixed tweets. 

2. RELATED WORK  

Identification of code-mixed Language content has been formerly explored [1], they addressed the problem of language identification on Bengali, Hindi, 

and English Facebook comments. In our project, we mainly focus on efforts to build Named Entity Recognition for Twitter or any other social network 

content, and for code-mixed languages corpora, we have used Named Entity Recognition. Tweets and any other Social Media text, have subtle variations 

from written and spoken text mainly tweets. Which are spelling variations, ad-hoc, slacker grammaticalstructure, and more. We can also see in detail the 

differences between traditional textual sources and tweets [3]. We can also see the extracting named entity and identifying its type using four languages 

namely English, Hindi, Malayalam, and Tamil [5]. or the challenges and problems in the Hindi English code-mixed text, Part-of-speech (POS) tag 
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annotated Hindi English code-mixed corpus have been performed [7]. We can also see that they have performed experiments on transliteration, language 

identification, normalization, and Part-of-speech (POS) tagging of the Dataset 

3. METHODOLOGY 

Before analyzing and processing social media text the pre-processing task is a necessary step. At first, on the given training data tokenization is executed. 

The tokens collected later during the tokenization process are converted into standard BIO format. This leads to BIO tag information for each word in the 

training data. Basically, the BIO (Beginning Inside Outside) tag. Let us know more about the BIO tag with the help of a simple example: “Mark 

Zuckerberg is Chief Executive Officer of Facebook”. Generally, the entity „Mark Zuckerberg‟ indicates PERSON and „Facebook‟ indicates 

ORGANIZATION. Hence the word Mark Zuckerberg has two parts, it is tagged in BIO format as beginning and inside. 
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FIGURE.1.  BIO-Formatting 

 

 

An example of BIO-formatting is given in Figure.1. 

An O tag is for the words which do not belong to any entity or chunk. We can see in the given example, that Mark is labeled as B-PERSON, Zuckerberg 

as IN-PERSON, and Facebook as ORGANIZATION 

 

 

 

 

 

 

 

 

 

 

 

NETAG : 

Entertainment 

NE: Kabhi 

Alvida Naa 

Kehna 

 

Index:53 

Length: 22 

Listen to this 

original song 

Kabhi Alvida 

naa Kehna 

HTTP via 

#Spotify 

Kabhi: B – Entertainment 

 

Alvida: I – Entertainment 

 

Naa: I – Entertainment 

 

Kehna: I – Entertainment 

Annotated Data Test 

And Train 

Additional 

dataset 



4374                    International Journal of Research Publication and Reviews, Vol 3, no 6, pp 4372-4379, June 2022 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure.2.Word embedding models for Entity extraction system 
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Figure.3. Stylometric features for Entity Extraction System. 
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4. RESULTS AND DISCUSSION 

In this project, we haphazardly sampled 10,000 tweets of the code-mixed tweet from a collected dataset which is available on Kaggle. After that, using a 

language detection algorithm and we filtered tweets. The data which have been filtered also had tweets containing Roman tokens belonging to languages 

other than English and Hindi, such tweets were removed during the annotation process. In this dataset we can see every tweet is annotated at a token level 

for three named entity types i.e., Person, Location, and Organization, with the use of BIO format, BIO tagged sentences are given in Table 1. 

 

 

Text Label 

In O 

Beirut B-geo 

, O 

a O 

string O 

of O 

officials O 

voiced O 

their O 

anger O 

, O 

while O 

at O 

the O 

United B-org 

Nations I-org 

summit O 

in O 

New B-geo 

York I-geo 

, O 

Prime B-per 

Minister O 

Fouad B-per 

Siniora I-per 

said O 

the O 

Table 1: BIO-tagged Sentences 
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Tag Precision Recall F1- score 

B-art 

B-eve 

B-geo 

B-gpe 

B-nat 

B-org 

B-per 

B-tim 

I-art 

I-eve 

I-geo 

I-gpe 

I-nat 

I-org 

I-per 

I-tim 

O 

 

0.50 

0.62 

0.67 

0.94 

0.43 

0.63 

0.81 

0.90 

0.60 

0.75 

0.73 

0.50 

0.25 

0.73 

0.65 

0.52 

0.98 

0.11 

0.24 

0.89 

0.73 

0.16 

0.51 

0.56 

0.66 

0.05 

0.09 

0.56 

0.05 

0.10 

0.52 

0.73 

0.01 

1.00 

0.19 

0.35 

0.76 

0.82 

0.24 

0.57 

0.66 

0.76 

0.09 

0.16 

0.63 

0.08 

0.14 

0.61 

0.69 

0.02 

0.99 

Avg/total 0.94 0.94 0.94 

 

Table 2: Results using SGD classifier 
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Tag Precision Recall F1-score 

B-art 

B-eve 

B-geo 

B-gpe 

B-nat 

B-org 

B-per 

B-tim 

O 

0.67 

0.00 

0.76 

0.95 

1.00 

0.71 

0.85 

0.97 

0.98 

 

0.40 

0.00 

0.90 

0.89 

1.00 

0.53 

0.89 

0.77 

0.99 

0.50 

0.00 

0.82 

0.92 

1.00 

0.60 

0.87 

0.86 

0.98 

 

Avg/total 0.94 0.94 0.94 

Table 3: Results using CRF classifier 

5. COMPARISON OF EXPERIMENTAL RESULTS WITH EXISTING SYSTEM 

In this project, our system can learn the particular Named Entity types such as Person, Location, and Organization from the form of the text with the use of 

BIO format as shown in Table 1, where we can see our system can finely understand because as we can see it is tagged the mass tokens precisely. We can 

see the results in Table 2 and Table 3. Where Table 2 is the Observation of the SGD classifier and Table 3 is the Observation of the CRF classifier where 

we can see our system determines the tag tokens which is the beginning of a Named Entity but the maximum time it is tagging as B-per that is the main 

problem. What our system needed to learn is to further common details over these particular characters. Besides B-per tags for other tags our system gives 

precise predictions 

6. CONCLUSION AND FUTURE SCOPE  

Our project presents a Named Entity Recognition tool mainly for Hindi and English code-mixed content. To develop our Named Entity Recognition 

model. Also, in this project to utilize the character-level differences in languages, we present a different semi-supervisedlanguage identifier and we 

authenticatethe execution of our Named Entity Recognition as opposed to off-the-shelf Named Entity Recognition for Twitter and detect that our model 

outperforms them. 

Near future, we are planning to build other downstream Natural Language Processing tools, like Entity-specific Sentiment Analyzers which build the use 

of Named Entity Recognition for code-mixed data. 
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