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ABSTRACT 

Deep faking involves animating an image using a video. Current methods involve animating an image with respect to different videos. In recent days, 

self-supervised formulation approaches are designated to adapt for the training purpose. Mapping the motion of the item between video and image can 

be achieved with the help of generator network models. The result is a generation model that can generate any video of the specified classification with 

the desired audio. This paper explains the challenges, research trends and directions related to deep fake technology. This survey provides an overview 

of the deep fake creations and detections, the potential trends, and future directions by analyzing existing survey papers related to  deep faking. The 

various deep faking generation and detection models are documented with key features and the datasets used. Such extended reviews provide an insight 

to the researchers with regards to the deep fake creation and detection models 

Keywords: Image animation, Deep fake detection, Deep learning, Motion model. 

INTRODUCTION 

Image animation is a method which is manipulated to display the sequence of images in a 2D or 3D model or to generate a motion picture. The 

approach chosen relies on the deep faking of videos. Deep faking involves replacing someone or a thing in an existing video with another version of 

that someone or a thing. Basically the video is manipulated according to one’s own needs. Deep faking is a modification of data or media using 

artificial intelligence algorithms and tools such as a generator and discriminator. Generator generates the multimedia content while the discriminator 

determines whether the content is real or not. The person in an existing video can be replaced with some other person. Deep faking manipulates visual 

and audio content with a high potential to deceive people that something is false is true. It is one of the most powerful techniques in artificial 

intelligence and machine learning - it involves deep fakes based on deep learning, generative neural network architecture such as auto encoders and 

generative adversarial networks (GANs). The facial morphing concept is implemented using deep faking technology. The tools used for deep faking 

technology are CrazyTalk, DeepFaceLab, dfaker, Dynamixyz, eSpeak, Face2Face, Face Crop Jet, Face Crop, Face Swap, Face Swap Live, Face Swap 

Online, Facerig, Faceswap, Lyrebird, Microsoft Garage Face Swap, Natural Front, Reflect, Voicer and Lab DJR Font. This paper discusses the various 

methods used for deep faking creation and detection.  

LITERATURE REVIEW 

They proposed the GPT-2 model [1], - this allows the tweet mapping from one user to another using OpenAI and transfer learning. [2] Suggested the 

survey of algorithms to create a deep fake, overview the deep fake and detect the deep fake method. Guidelines for the latest deep fake researchers were 

also provided. [3] Developed a model using the Generative Adversarial Network (GAN) for remote sensing of images through focusing on frequencies 

[4] Explained about the categories of deep fake and the technologies behind the development of deep fake techniques. Suggestions from the technology 

and regulatory point of view were given. [5] They used the Corridor’s deep fake Keanu video technique to illuminate and analyze a range of 

manipulated videos. This was done with the help of a VFX platform. An Introduction to a hybrid deep learning approach was also given. [6] Depicts 

the use of  a deep fake detection challenge dataset to differentiate between the original and fake videos. Detection of  deep faking videos [7] using the 

Generative Adversarial Network (GAN) and usage of MesoNet to train GAN. Development of  a model [8] to create and identify the flawless deep 

faking video which automatically detects the video over a large database. [9] Proposed a deep faking detection model based on NR-IQA technique to 

evaluate the video and image quality in social media. Proposed a SSTNet model [10] to detect the deep fake model. They discussed the field and 

development in relation to the deep faking techniques to deal with the increasing threats. Proposed a temporal-aware pipeline [11] to detect deep fake 

video which extracts frame level features by using the simple Convolutional Neural Network (CNN). 

Analyzed a deep fake detection model [12] with the aid of  an Expectation Maximization algorithm to extract local features and distinguish the different 

architecture and generation processes via the CELEBA dataset. Proposed an algorithm [13] which detects deep fake video manipulation by using 

photographic response from a non uniformity analysis. Designed a model [14] to generate deep faking videos by using a tuned parameter set based on 

the VGG and Facenet neural networks with the help of VidTIMIT database for face swapping technology development. Proposed a deep faking 

detection model [15] based on CNN - it obtains the FaceForensics++ dataset to compare real and fake videos. [16] Proposed a framework using the 

Ethereum smart contracts which traces and tracks the provenance of digital content to its original source and stores the digital content and its metadata. 

[17] Discussed the challenges and highlights of research opportunities which arises during the generation of high quality images and videos. [18] 

Explain the current and future capabilities of deep faking technology for identification and exposing of fake videos. 
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Proposed a system [19] which focuses on online frequency masking augmentation and large margin cosine loss function techniques to detect audio of 

the deep faking videos. Introduced the ID-Reveal [20] that learns to recognize facial features - such as how the person moves while talking - with the 

aid of the metric learning approach combined with versarial training strategy to detect the deep fake video detection. Developed the case study [21] 

explaining about the five attacks under the ROC curve. Trained generators were used to reduce the AUC  classifiers by developing the black box attack. 

[22] Proposed a multi attentional deep fake detection network by using the multiple spatial attention, textural feature enhancement and aggregate low 

level textural features and high level semantic features with the aid of attention maps.  

Developed a deep fake detection model [23] using an adversarial machine learning community. [24] Developed a deep fake detection method to 

perform the adversarial attack in a black box setting - designed for deep fake detectors to improve the transferability of adversarial examples.  [25] 

Developed a deep fake detection model that is based on discrepancies between faces and their context which involves the face identification network, 

context recognition network in order to detect the fake image. 

Proposed a deep learning network using the Siamese network architecture [26] and triplet loss. Comparison was done with the SOTA deep fake 

detection methods using the DF-TIMIT datasets for deep fake detection. Formulation of  the deep fake detection methods [27] as a hypothesis - to 

testing the problem in classifying an image and bounding the error probability using the Euclidean approximation method. A relationship was 

established between the error probability and epidemic thresholds. [28] Developed a joint deep faking detection system which detects both audio and 

visual modules. Proposed deep fake detectors in both black-box and white-box settings using fast Gradient Sign Method [29] and Carlini and Wagner 

norm attack - used in the improvement of the Lipschitz regularization. [30] Designed a model to detect a deep fake text posted on social media 

platforms like twitter. Proposed a method based on the expectation-maximization algorithm [31] for the extraction of deep fake fingerprints from the 

given input images. [32] Developed an open source platform for deep fake detection known as DeepFake-o-meter which builds an interface between 

the users. [33] Developed a deep learning based on the image compression algorithm using the convolutional and deep learning based compression 

algorithms for considering both image fidelity errors and raw reconstruction errors to make improvement in PSNR. Presented an [34] energy 

compaction-based image compression architecture using a convolutional auto encoder (CAE) - This helps achieve higher coding efficiency. [35] 

Introduced a regularization scheme to compare a simple dimensionality reduction bottleneck (a Gaussian Variational Autoencoder (VAE)) and a 

discrete Vector Quantized VAE (VQ-VAE) for analyzing the quality of learned representations and to accurately reconstruct individual spectrogram 

frames using the VQ-VAE. The result is then used to measure the mapping to phonemes. [36] Proposed a framework to estimate the generative and 

discriminative models using an adversarial process trained with back propagation techniques through qualitative and quantitative samples. 

DEEP FAKE CREATION 

Deep fakes are becoming popular due to the quality of altered videos and also the user-friendly ability of the applications for a wide range of 

individuals with various computer skills (in the professional to novice range). Deep faking applications are developed based on deep learning 

techniques for representing its complex and high-dimensional data. Deep networks implemented using deep autoencoders are widely used for 

dimensionality reduction and image compression [33]–[35]. The first attempt of a deep fake creation was the development of FakeApp. This 

application was developed by a Reddit user using an auto encoder and a decoder pairing structure [37], [38]. In this method, the auto encoder extracts 

latent features of facial images while the decoder was used to reconstruct the facial images. In order to swap the faces between source images and target 

images, there is a need to use two encoder-decoder pairs. Each pair is used for training an image set, and the encoder’s arguments are shared between 

two network pairs. In other words, both pairs have the same encoder network. This strategy enables the common encoder to find and learn the similarity 

between the two sets of facial images - this is relatively unchallenging because faces normally have such as eyes, nose, mouth positions which are 

common to all individuals. This approach is applied in several works such as DeepFaceLab [39], DFaker [40], DeepFake tf (Tensorflow based deep 

fakes) [41] 

By adding the adversarial losses and perceptual losses implemented in VGGFace [42] to the encoder-decoder architecture, an improved version of deep 

fakes based on the generative adversarial network is created. (GAN) [36], i.e. faceswap-GAN, was proposed in [43]. The VGGFace perceptual loss is 

used to generate  realistic and consistent eye movements with input faces- thus leading to higher quality output videos. This model facilitates the 

generation of outputs with 64x64, 128x128, and 256x256 resolutions. In addition, the multi-task convolutional neural network (CNN) from the FaceNet 

implementation [44] is introduced to make stable face detection and reliable face alignment.  The CycleGAN [45] is utilized for generative network 

implementation. Popular deep fake tools and their typical features are summarized in Table II. Table I shows the number of published papers related to 

deep fakes in the year 2017 to 2021 and it was obtained from https://app.dimensions.ai on 1 November 2021 with the search keyword “deepfake” 

applied to full text of scholarly papers. Number of such papers in 2018, 2019 and 2020 are 67, 369 and 1337 respectively. From the beginning of 2021 

to the end of 2021, there are 1210 papers about deep fake technology. Table II shows the summary of the notable deep fake tools. Figure I shows the 

graphical representation of the number of papers published in the years 2017 to 2021. 

Table I: Number of published papers related to deep fakes in year 2017 to 2021 

Year Number of published papers in the year 

2017 1 

2018 67 

2019 369 

2020 1337 

2021 1210 
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Figure I: Graphical representation of number of papers published in the year 2017 to 2021.

Tools Key Features

FaceShifter [59] 
- Face swapping in high

- Can be applied to new  face pairs without subject specific training requirements [46].

DFaker [60] 
- DSSIM  function [47] is used to reconstruct the face.

- Implemented based on the Keras library.

Few-Shot Face 

Translation [61] 

- Use of a 

- Incorporate the semantic priors obtained by modules from FUNIT [48] and SPADE [49].

DeepFake tf [62] Similar to DFaker approach but implemented based on tensorflow.

DeepFaceLab [63]  
- Update to the Face Swap method with new models, e.g. H64, H128, LIAEF128, SAE [50].

- Supports multiple face extraction modes, e.g. S3FD, MTCNN, dlib, or manual [50].

MarioNETte [64] 
- A face reenactment framework that preserves the 

- No additional fine

Neural  Voice 

Puppetry [65] 
- A method for audio

“Do as I Do” 

Motion Transfer [66] 

- Automatically transfers the motion fro

translation concept.

- Creation of a motion

Transformable 

Bottleneck 

Networks [67] 

- A method for fine

- Apply spatial transformations in CNN models using a transformable bottleneck framework [54].

Faceswap [68] 
- Use of  two encoder

- Parameters of the encoder are shared.

DiscoFaceGAN [70] 

- Generate facial images of virtual peopl

and illumination.

- Embed 3D priors into adversarial learning [56].

AvatarMe [72] 
- Reconstructs 3D faces from “in

- Reconstructs authentic 4K by 6K

FSGAN [73] 
- A face swapping and reenactment model that can be applied to face pairs (no training required)

- Adapts to both pose and expression variations 

 

DISCUSSIONS AND FUTURE RESEARCH

Directions: - Deep fakes have begun to corrode the  trust people have in media contents since seeing them is no longer equal to believing i

.Sometimes there is no need to spread deep fakes to

to deliver them to target audiences as part of their interruption strategy. For example, this approach can be utilized by int

manipulate the decisions made by higher authorities such as politicians, 

quality has been increasing - hence the performance of detection methods needs to be improved accordingly. An

detection methods into distribution platforms such as social media to increase its effectiveness in. Screening and filtering 

detection methods can be implemented on such platforms to ease/simplify

that people use everyday in order to make digital contents to create immutable data 

of multimedia contents [74]. This integration is difficult to implement but can be solved using disruptive blockchain technology. The blockchain h

been used effectively in many areas and there are a  few studies addressing the deep fake detection

development of machine learning and AI technologies could have been used in the modification of these digital contents. Prese

are used as courtroom evidence due to open access to a  wide range of digital manipulation meth
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Key Features 

Face swapping in high-fidelity through the  exploitation and integration of  the target 

Can be applied to new  face pairs without subject specific training requirements [46].

DSSIM  function [47] is used to reconstruct the face. 

Implemented based on the Keras library. 

Use of a pre-trained face recognition model to extract the latent embeddings for GAN processing.

Incorporate the semantic priors obtained by modules from FUNIT [48] and SPADE [49].

Similar to DFaker approach but implemented based on tensorflow. 

Update to the Face Swap method with new models, e.g. H64, H128, LIAEF128, SAE [50].

Supports multiple face extraction modes, e.g. S3FD, MTCNN, dlib, or manual [50].

A face reenactment framework that preserves the identity of the target. 

No additional fine-tuning phase is required for identity adaptation [51]. 

A method for audio-driven facial video synthesis. 

Automatically transfers the motion from a source to a target individual by learning video

translation concept. 

Creation of a motion-synchronized dancing video with multiple subjects [53].

A method for fine-grained 3D manipulation of image content. 

Apply spatial transformations in CNN models using a transformable bottleneck framework [54].

Use of  two encoder-decoder pairs. 

Parameters of the encoder are shared. 

Generate facial images of virtual people with independent latent variables of identity, expression, pose, 

and illumination. 

Embed 3D priors into adversarial learning [56]. 

Reconstructs 3D faces from “in-the-wild” images. 

Reconstructs authentic 4K by 6K-resolution 3D faces from a single low-resolution image [57].

A face swapping and reenactment model that can be applied to face pairs (no training required)

Adapts to both pose and expression variations [58]. 

DISCUSSIONS AND FUTURE RESEARCH 

Deep fakes have begun to corrode the  trust people have in media contents since seeing them is no longer equal to believing i

.Sometimes there is no need to spread deep fakes to people and cause detrimental effects. People who create deep fakes with malicious purposes need 

to deliver them to target audiences as part of their interruption strategy. For example, this approach can be utilized by int

ulate the decisions made by higher authorities such as politicians, - thus leading to national and international security threats [74]. Deepfakes’ 

hence the performance of detection methods needs to be improved accordingly. An

detection methods into distribution platforms such as social media to increase its effectiveness in. Screening and filtering 

detection methods can be implemented on such platforms to ease/simplify the deep fakes detection [74]. Watermarking tools are integrated into devices 

that people use everyday in order to make digital contents to create immutable data - - this helps in storage of original details such as time and location 

s [74]. This integration is difficult to implement but can be solved using disruptive blockchain technology. The blockchain h

been used effectively in many areas and there are a  few studies addressing the deep fake detection problems related to this tec

development of machine learning and AI technologies could have been used in the modification of these digital contents. Prese

are used as courtroom evidence due to open access to a  wide range of digital manipulation methods [76]. There are some existing papers for deep 
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fidelity through the  exploitation and integration of  the target attributes. 

Can be applied to new  face pairs without subject specific training requirements [46]. 

trained face recognition model to extract the latent embeddings for GAN processing. 

Incorporate the semantic priors obtained by modules from FUNIT [48] and SPADE [49]. 

Update to the Face Swap method with new models, e.g. H64, H128, LIAEF128, SAE [50]. 

Supports multiple face extraction modes, e.g. S3FD, MTCNN, dlib, or manual [50]. 

m a source to a target individual by learning video-to-video 

synchronized dancing video with multiple subjects [53]. 

Apply spatial transformations in CNN models using a transformable bottleneck framework [54]. 

e with independent latent variables of identity, expression, pose, 

resolution image [57]. 

A face swapping and reenactment model that can be applied to face pairs (no training required) 

Deep fakes have begun to corrode the  trust people have in media contents since seeing them is no longer equal to believing in them 

people and cause detrimental effects. People who create deep fakes with malicious purposes need 

to deliver them to target audiences as part of their interruption strategy. For example, this approach can be utilized by intelligence services trying to 

thus leading to national and international security threats [74]. Deepfakes’ 

hence the performance of detection methods needs to be improved accordingly. Another suggestion is to integrate 

detection methods into distribution platforms such as social media to increase its effectiveness in. Screening and filtering mechanisms using effective 

the deep fakes detection [74]. Watermarking tools are integrated into devices 

this helps in storage of original details such as time and location 

s [74]. This integration is difficult to implement but can be solved using disruptive blockchain technology. The blockchain has 

problems related to this technology. The 

development of machine learning and AI technologies could have been used in the modification of these digital contents. Presently images and videos 

ods [76]. There are some existing papers for deep 
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faking detection while there are a lot of other existing papers related to the creation of deep faking methods. Table III shows the summary of prominent 

deep face detection methods. 

Table III: Summary of prominent deep fake detection methods  

Methods 
Classifiers/ 

Techniques 
Key Features 

Dealing 

with 
Datasets Used 

Spatio-temporal 

features with 

LSTM [80] 

Convolutional 

bidirectional 

recurrent LSTM 

network 

- An XceptionNet CNN is used for facial feature 

extraction while audio embeddings are obtained 

by stacking multiple convolution modules. 

- Two loss functions, i.e. cross-entropy and 

Kullback-Leibler divergence, are used. 

Videos FaceForensics++ [81] and Celeb-DF 

(5,639 deep- fake videos) [82] 

datasets and the ASVSpoof 2019 

Logical Access audio dataset [83]. 

Eye,teach 

and facial 

texture [85] 

  

Logistic 

regression 

and neural 

network 

- Exploitation of facial textural differences, 

missing reflections and details in eye and 

teeth areas of deep fakes. 

- Logistic regression and neural network are 

used for classifying 

Videos A video dataset downloaded from 

YouTube. 

Intra-frame 

and temporal 

inconsistencies 

[88] 

CNN and 

LSTM 

- CNN is employed to extract the frame-level 

features, which are distributed  to LSTM to 

construct sequences descriptor useful for 

classifications 

Videos A collection of over 600 videos 

obtained from multiple websites. 

Face  X-ray 

[89] 

CNN - Tries to locate the blending boundary between 

the target and original faces 

- Can be trained without use of fake images. 

  

Images FaceForensics++ [81], Deepfake 

Detection (DFD) 

[90], DFDC [91] and  

Celeb-DF [82]. 

FakeCatcher 

[92] 

CNN - Extracts biological signals in portrait videos and 

uses them as a  descriptor of authenticity. 

Videos UADFV [93], FaceForensics [94], 

FaceForensics++ [81], Celeb-DF 

[82], and a new dataset of 142 

videos, independent of the 

generative model, resolution, 

compression, content, and context. 

Bag of   words 

and  shallow 

classifiers [95] 

SVM, RF, MLP - Extract discriminant features using the bag of 

words method. Feeds data to SVM 

Images The well-known LFW face database 

[96], containing 13,223 images with 

resolution of 250x250. 

Pairwise  

learning [97] 

CNN   

concate- nated  

to CFFN 

- Two-phase procedure: feature extraction using 

CFFN based on the Siamese network 

architecture [78] and classification using CNN. 

Images - Face images: real ones from 

CelebA [99], and fake ones 

generated by DCGAN [100], 

WGAN [101], WGAN-GP [102], 

least squares GAN [85], and 

PGGAN [103]. 

Using  

attribution- 

based 

confidence 

  

ResNet50 

model [104], 

pre-trained on 

VGGFace2 

[105] 

- The ABC metric [106] is used for the detection 

of   deep fake videos without accessing training 

data. 

- ABC values obtained for original videos are 

greater than 0.94 while those of deep fakes have 

low ABC values. 

  

Videos VidTIMIT and two other original 

datasets obtained from the 

COHFACE   

(https://www.idiap.ch/dataset/cohfac

e)and from YouTube. datasets from 

COHFACE [107] and YouTube are 

used to generate two deepfake 

datasets by commercial website 

https://deepfakesweb.com and 

another deepfake dataset is 

DeepfakeTIMIT [108]. 

 

CONCLUSION 

Not all deep fakes are of threat. However, since the deep faking technology makes it effortless to create realistic media, some users are misusing it to 

perform malicious attacks. These attacks are targeting individuals - causing psychological, monetary, and physical problems. In this survey, the focus 

was on creation and detection of deep fake images and videos. An in depth review in relation to how deep fake technologies were created, and what is 
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being done to detect these deep fakes were given in this paper. We believe this information will be helpful to understand and prevent threatening deep 

fakes. Our future research focuses on one Method - The Monkey-Net method to deep fake in terms of animating a source image S with respect to the 

motions from a driving video D. 
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