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ABSTRACT 

Customer churn is an extensively used term in several organizations such as gaming, telecommunications and banking. Churn denotes the act of a user leaves a 

product or services. To avoid churn, the customer activities will be followed, recognizing the potential interest to the customer and employ those data to adopt 

push messages personally in order to draw an attention to customer back to the product or services. In recent days, the Customer Churn Prediction (CCP) 

becomes more popular and several techniques have been proposed for effective prediction. The CCP can be considered as a data classification problem, which 

efficiently classifies the presence of churn, or not. Presently, different CCP models has been developed using data mining, artificial intelligence techniques, and 

so on. In this paper, we attempted to analyse the performance of different data mining techniques such as Support Vector Machine (SVM), Random Forest 

Classifiers on the CCP. Using a benchmark dataset, the applied algorithms are validating in terms of different performance measures. The experimental results 

depicted that the Random Forest Classifier is found to be effective than the other classifiers. 

INTRODUCTION 

In an era of mature markets and intense competitive pressure, it is fundamental for companies to manage relationships with their customers, in order to 

increase their revenues. In business economics, this concept known as "Customer Relationship Management" (CRM), which is a business strategy that 

aims at ensuring customers’ satisfaction. The companies that successfully apply CRM to their business nearly always improve their retention power, 

that is, the probability that a customer will not leave. In fact, a high retention power avoids a useless waste of money since acquiring new customers can 

cost many times more than satisfying and retaining existing customers. This prompted businesses to invest heavily in behaviour analysis in order to 

predict which clients would leave ahead of time.  

 In particular, these customers are subjected to several rectifying actions (e.g. promotions or gifts) for their retention. 

The phenomenon related to the customer's abandonment is commonlyas "churn," while the churn detection process is usually named as "Customer 

Churn Prediction." In this thesis, we focus on the rest phase only that is, the correct identification of the customers who will leave the company (namely 

the "churners").  

Technically speaking, we chose to model the churn prediction problem as a standard binary classification task, labelling each customer as either 

"churner" or "non-churner." 

An important byproduct of our study is that we formally identify who is a "churner" according to the bank's needs. Several definitions can be applied to 

label a customer as a "churner," such as a customer who closes all their bank accounts or who has a very low balance and does not make transactions 

for a long time. In particular, we labelled as a churner in a given calendar month a customer who leaves during the subsequent month, to predict 

sufficiently in advance which customers will leave. In this way, banks have the chance to take some corrective actions useful for retaining their 

customers. 

The obtained results confirm that machine learning techniques can be effectively applied to predict customer churn in banking environments, that is, 

succeeding in forecasting which customers will leave in the near future with high precision (i.e., avoiding false positive costs). Hence, more in-depth 

studies may be worth pursuing.   

Presently, different CCP models have been developed using data mining, artificial intelligence techniques, and so on. The non-existence of review 

papers in the field of CCP inspired us to carry out the study. In this paper, a review of different CCP models has been conducted based on objectives, 

techniques used, merits, performance, and so on. A detailed comparison of the reviewed techniques is also made, and the reviewed methods are briefly 

discussed. 
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EXISTING SYSTEM 

Various types of optimization techniques are applied for different types of segmentation, such as Particle Swarm Optimization (PSO), Optics Inspired 

Optimization (OIO), Biogeography Based Optimization (BBO) and Genetic Algorithm (GA). Before being applied to a specific problem, all 

evolutionary and swarm intelligence-based algorithms require parameter descriptions, including population size, the dimension of individual population 

members, and predefined algorithm-dependent parameters. The performance of an algorithm for capturing approximate solutions depends on the fine-

tuning of algorithm parameters. Rashedi et al. proposed a Gravitational Search Algorithm (GSA) inspired by the law of gravity. It was observed that 

GSA performs better than well-known optimization techniques such as PSO, GA, and SA when it is tested on various benchmark functions. This is the 

motivation to apply GSA to image segmentation in the proposed work. The flow of GSAis presented and can be described as follows: the law of gravity 

inspires this algorithm. The search agents are modelled as a collection of objects, which interact with each other based on Newtonian physics. Every 

mass represents a solution and the algorithm has to adjust between gravitational and inertial mass. The heaviest of them all will attract the masses, 

which will present an optimum solution in search space. The force acting on the heaviest object drifts it apart from the rest of the population, which is 

the optimal solution.   

     It consists of six phases, namely 

I. Identification of most suitable data(variance analysis, correlation matrix, outliers removal, etc.) 

II. Cleaning & Filtering (handling null and missing values) 

III. Feature Selection(Gravitational Search Algorithm) 

IV. Development of predictive models(Logistic Regression, Support Vector Machine, Naïve Bayes) 

V. Cross validation(k-fold Cross validation) 

VI. Evaluation of results(Confusion matrix, AUC curve) 

We have applied gravitational search algorithms to perform feature selection and to reduce the dimensions of the dataset in existing approaches where 

prediction accuracy is low due to improper feature selection. The ADABOOST and XGBOOST models have limitations on over fitting problems.  

PROPOSED SYSTEM 

WOA is a metaheuristics algorithm. As implied by the name, this algorithm was proposed for optimising numerical problems by Mirjalili and Lewis 

(2016). The inspiration for WOA comes, in particular, from social behaviour and the bubble-net hunting of humpback whales in the oceans.  

The process of this proposed system includes four steps they are. 

First, Load Data is the data that we need to load to start any of the ML projects. Concerning data, the most common format of data for ML projects is 

CSV (Comma-Separated Values). CSV is a simple file format which is used to store tabular data (number and text), such as a spreadsheet in plain text. 

Second, preprocessing is a transformation applied to our data before feeding it to the algorithm. Data preprocessing is a technique that is used to 

convert raw data into a clean data set. 

Third, WOA Feature Selection is a Novel Whale Optimization Approach for Feature Selection. Crossover and mutationare used in exploitation 

properties in the WOA algorithm. Tournament selection is used in the WOA algorithm to improve exploration. The experiments prove the superior 

performance of the proposed approaches.  

Fourth, PSO Random Forest in this PSO is a computational method that optimises a problem by iteratively trying to improve a candidate solution about 

a given measure of quality. 

Random Forest is a supervised machine learning algorithm made up of decision trees. A random forest is used for both classification and regression.  

At present, the business services provided by major telecommunications companies to their customers are similar, with no distinctive features. With the 

development of society and the increasingly fierce competition in the industry, customers' demand for personalised services is getting higher and 

higher, resulting in frequent customer churn. Telecommunications urgently need to adjust their business strategies and develop programmes to meet 

customers' needs for personalised services so as not to lose customers and retain economic benefits. Customer churn prediction analysis is an important 

part of customer relationship management.  

The paper uses an improved whale optimization algorithm to improve the support vector machine to get an improved WOA-SVM model. It is also 

compared with GA-SVM, SVM, multilayer perceptron, and logistic regression methods with an example of VIP customer churn prediction in domestic 

commercial telecommunication, and it is found that the model obtains the best correct rate, hit rate, coverage rate, and boost factor, and is an effective 

model for predicting customer churn in telecommunications. 
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VISUALIZATION 

 

 

Figure1: CCP Prediction Result 

 

 

 

Figure2: Architecture 

 

 

Figure3: Convergence Graph of WOA 
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DATASET 

 It contains information about the customer’s services and contact information such as customer id, gender, senior citizen, partner, 

dependents, tenure, phone service, multiple lines, internet service, online security, online backup, device protection, tech support, streaming TV, 

streaming movies, contract, paperless billing, payment method, monthly charges, total charges, churn. This data has a large size and there is a lot of 

detailed information about it. We spent a lot of time trying to understand it and to know its sources and storing format. In addition to these records, the 

data must be linked to the detailed data stored in relational databases that contain detailed information about the customer. 

 

CONCLUSION 

 In recent days, customer churn prediction (CCP) has become popular, with several techniques having been proposed for effective prediction. 

The CCP can be considered as a data classification problem, which efficiently classifies the presence of churn, or not. In this paper, we reviewed 

several CCP models developed for different fields concerning their objectives, methodology used, benefits, and performance. The CCP methods 

developed for different domains such as TCI, the financial sector, online gaming, social media, etc. are discussed. A detailed comparison of reviewed 

approaches is also made based on the objectives, methodology used, application area, measures used, and experimental results. In the 

telecommunication business, Customer Churn Prediction (CCP) is a significant problem. 

In this business circumstance, a trustworthy user predictor will be considered a valuable one. Keeping this in mind, in this paper, we attempted to 

analyse the performance of different data mining techniques like SVM, and Random Forest on the CCP, Using a benchmark dataset, the applied 

algorithms are validated in terms of different performance measures. The experimental results showed that the Random Forest Classifier was found to 

be more effective than the other classifiers. 
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