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ABSTRACT-

The problem of noise power estimation for single-carrier frequency-division-multiple-access (SC-FDMA), which is employed in long-term evolution, is
addressed in this study (LTE). In wireless communication systems, the Signal to Noise Ratio (SNR) or Noise Power is an important quantity. The signal-to-noise
ratio (SNR) is the proportion of desired information (signal power) to undesired information (background noise power). It can be utilized in a variety of wireless
systems applications, including determining connection quality for adaptive modulation and coding. Using the Maximum likelihood estimation (ML), the noise
power will be estimated.
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I. INTRODUCTION

The signal-to-noise ratio (SNR) or noise power plays a very important role in wireless communication systems. The more the ratio is the more the
quality of the signal.So, determining the SNR will also explain about the quality of the signal. It isalso used in wireless systems to know link quality for
adjustive modulation and commit to writing, and many other things. There are several methods to assess the SNR or noise power at the receiver. These
methods will be divided into two groups: data-aided (DA) and non-data-aided (NDA).

In Data-aided approach the transmitted signals are known at the receiver. Normalmaximum-likelihood (ML) estimation will be utilized in this case [4]-
[8]. Maximum likelihood estimate is a method for determining the values of a model's parameters. The parameter values are chosen to maximize the
probability that the model's described process produced the data that were observed.ML estimation has many advantages. Some of which are,lt uses a
consistent yet flexible methodology that makes it suited for a wide range of applications, including those in which other models' assumptions are
broken. In bigger samples, it yields unbiased estimates.Efficiency is one measure of an estimator. An efficient estimator is the one that has a small
variance or mean-squared error.In orthogonal-frequency division multiplexing (OFDM) systems, continuous coaching symbols are used to assess noise
power. To estimate noise power, the method uses two sequential OFDM coaching symbols. Because it does not require channel information, it will be
executed before channel estimation. A similar concept has also been used to plan several single-carrier (SC) systems.

Single-carrier FDMA (SC-FDMA) is a frequency-division multiple access scheme. It is also called linearly precoded OFDMA (LP-OFDMA).Like
other multiple access scheme, it deals with the assignment of multiple users to a shared communication resource.In [14], an overall comparison of
moment-based techniques is offered. In addition to the methods described above, the expectation-maximization (EM) algorithm can be used to acquire
the necessary noise power in the presence of unknown data symbols [3], [8], and [14]. We look at noise power estimation for SC frequency-division-
multiple-access (SC-FDMA), which is employed in the uplink of long-term evolution (LTE) [12]. SNR may be simply calculated from noise power if
the channels are known. The base station requires uplink SNR for rate adaptation and many other purposes [2]. Existing SNR estimate methods, on the
other hand, cannot be directly applied to SC-FDMA signals. If all of the subcarriers are allocated, the discrete Fourier transform (DFT) precoding
transforms the SC-FDMA signal into a Gaussian-like random variable.ML estimation will be used to estimate the noise power in SC-FDMA systems.
The rest of this article is organized as follows. After the system model is introduced in Section Il, noise power estimators are discussed in Section IlI.
Then numerical results are presented in Section 1V. Finally, conclusions are drawn inSection V.

11. SYSTEM MODEL

The received SC-FDMA signal at the kth sub-carrier of the nth block for the user of interest can be presented by

yI[n, K] = H[n, KJs[n, k] +w[n, k] (1)
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where H [n, k] means the channel frequency response to the k-th of the n-th block network, as well as the w [n, k] is a compatible addition to
white Gaussian sound with zero meaning and contrast 62w. If all subcarriers are assigned to a user who is interested in them, the transmitted
signal, after the DFT encoding, may be displayed as

k=
s[n, k] = — Z [nmej T (2)

when x [n, m] displays the m-th data symbol in the n-th block at a rate of zero with unit variance. Note that we assume that the user who is
interested in it provides all sub-carriers for easy forwarding. The proposed scale can also be employed in cases where the user can only use a
portion of the bandwidth available. The transmission signal s [n, k] in [2] is a linear combination of several data signals. As a result of the large
number law [14], it becomes a randomly distributed Gaussian variation with unit variance and zero mean. If the transmit symbols for various n's
and m's are independent, the

E(s[n, k]s*[n1,k1]) = 6[n —n1]6[k — k1] (3)
where §[-] is the Kronecker delta function.

Since wireless channels are usually time-varying and with frequency selectivity, SNRs for different subcarriers or blocks will be different. SNR at
the n-th block of the k-th subcarrier is defined as

IH[nk]\

y[n k] = 4

In order to quantify y [n, k], we only need to estimate sound power a2, if the channel, H [n, K], is known. As a result, the SNR rating in this case
is converted to sound power estimation.

I11. ML ESTIMATOR

Assume N different signals that are received at the,
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Now for mean we have to take expectation:
Flo™ = [ Y v?| - 1)
N
E[0"?] = o?

. 1
Variance [6"?] = Nvar(az)

IV. NUMERICAL RESULTS
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Fig. 1.Normalized Mean Square Error vs SNR

In MATLAB. In Fig.1 In MATLAB. In Fig.5.41 the Normalized mean Square Error is plotted against SNR for different values of N and it is
observed that the SNR increases as Normalized Mean Square Error decreases.
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Fig.2. ML for different number of observations N and fixed SNR

In MATLAB. In Fig.5.42 the ML is plotted for different values of N while SNR is fixed at 5dB,10dB,15dB,20dB respectively. It is observed that
the Standard Deviation decreases as N increases.
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V. CONCLUSION

We developed ML estimator fordetermining the noise power in SC-FDMA systems. Their performance in error-free operations has been explored.
The derivation proves that the standard deviation decreases as the number of samples increases. The normalized mean square error decreases as
the SNIR increases. AndThis research indicates that by incorporating a digital data receiver into ML estimators for SNR, the best performance of
ML estimate of SNR may be attained with the least amount of effort. This proves that if number of samples increases the standard deviation
decreases.
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