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ABSTRACT:  

Bagging and Boosting are most popular ensemble methods. Boosting method is stronger than bagging method on noise data. Bagging is more robust than boosting 

in noisy settings. For this reason, we have proposed and addressed an ensemble using a voting methodology of bagging and boosting ensembles with sub-classifiers 

in each one. We have performed a comparison with simple bagging and boosting ensembles with sub-classifiers, as well as other well-known combining methods, 

on standard datasets and the proposed technique was the most accurate. 
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Introduction: 

There are differences between bagging and boosting. Boosting changes adaptively the distribution of the training dataset based on the performance of 

previously created classifiers while bagging changes the distribution of the training dataset. Boosting method use a function of the performance of a 

classifier as a weight for voting. Bagging uses equal weight voting. Boosting algorithms are considered stronger than bagging on noise-free data. However, 

bagging is much more robust than boosting in noisy settings. For this reason, in this work, we built an ensemble combing bagging and boosting version 

of the same learning algorithm using the sum voting methodology. We have performed a comparison with simple bagging and boosting ensembles as 

well as other known ensembles on standard benchmark datasets and the proposed technique had the best accuracy in most cases. For the experiments, 

representative algorithms of well-known machine learning techniques, such as decision trees, rule learners and Bayesian classifiers were used. In this 

paper, we have presented the most well-known methods for building ensembles that are based on a single learning algorithm and also discussed the 

proposed ensemble method. Experiment results using number data sets and comparisons of the presented combining method, using different base 

classifiers, with other ensembles are presented. Finally we have concluded with summary. 

 

Ensemble Methods 

Ensemble methods combine different decision trees to deliver better predictive results, afterward utilizing a single decision tree. The primary principle 

behind the ensemble model is that a group of weak learners come together to form an active learner. Bagging and boosting are most popular ensemble 

methods. Boosting method is stronger than bagging method on noise data. Bagging is more robust than boosting in noisy settings. Bagging is used when 

our objective is to reduce the variance of a decision tree. Here the concept is to create a few subsets of data from the training sample, which is chosen 

randomly with replacement. Now each collection of subset data is used to prepare their decision trees thus, we end up with an ensemble of various models. 

Boosting is another ensemble procedure to make a collection of predictors. In other words, we fit consecutive trees, usually random samples, and at each 

step, the objective is to solve net error from the prior trees. If a given input is misclassified by theory, then its weight is increased so that the upcoming 

hypothesis is more likely to classify it correctly by consolidating the entire set at last converts weak learners into better performing models. Bagging is a 

parallel ensemble, while boosting is sequential. 
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Fig.1 Comparison of Bagging and Boosting 

 

Proposed Model 

In this work, we have amalgamated ensemble methods namely bagging and boosting methods with sum rule voting. When the sum rule is used each sub-

ensemble has to give a confidence value for each candidate. In our algorithm, voters express the degree of their preference using as confidence score the 

probabilities of subensemble prediction. Next all confidence values are added for each candidate and the candidate with the highest sum wins the election. 

The proposed ensemble is schematically presented in Fig. 1, where hi is the produced hypothesis of each sub-ensemble, x the instance for classification 

and y* the final prediction of the proposed ensemble. 

        

Fig.2 Proposed Architecture 

Performance of Proposed Model 

In this work, we have built an ensemble using a voting methodology of bagging and boosting ensembles. It was proved after a number of comparisons 

with other ensembles, that the proposed methodology gives better accuracy in most cases. The proposed ensemble can achieve an increase in classification 

accuracy compared to the tested base classifiers. The proposed ensemble achieved lower error than either boosting, bagging, multi-boost and decorate 

combining methods when applied to a base learning algorithm and learning tasks for which there is sufficient scope for both bias and variance reduction. 

The proposed ensemble can achieve a reduction in error rate about 9% compared to previous models. So, the performance of the presented ensemble is 

more accurate than the other well-known ensembles. 

CONCLUSION: 

Boosting method is considered stronger than bagging on noise-free data; however, bagging is much more robust than boosting in noisy settings. In this 
work, we have built an ensemble using a voting methodology of bagging and boosting ensembles. It was proved after a number of comparisons with other 
ensembles, that the proposed methodology gives better accuracy in most cases. The proposed ensemble has been demonstrated to (in general) achieve 
lower error than either boosting or bagging when applied to a base learning algorithm and learning tasks for which there is sufficient scope for both bias 
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and variance reduction. The proposed ensemble can achieve an increase in classification accuracy of the order of 9% to 16% compared to the tested base 
classifiers. Our approach answers to some extent such questions as generating uncorrelated classifiers and control the number of classifiers needed to 
improve accuracy in the ensemble of classifiers. 
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