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ABSTRACT 

Liver disease is the major cause of death every year. Liver diseases is the fifth big killer in England after cancer, stroke and respiratory disease. The 

most common causes of liver disease worldwide are chronic hepatitis B and C, alcohol and non alcoholic. Machine Learning has a strong potential in 

automated diagnosis of various diseases. With the recent upscale in various liver diseases, it is necessary to identify the liver disease at a preliminary 

stage. In this we propose a new classifier by extending the XGBoost classifier with genetic algorithm. This compares various classification models and 

visualization techniques used to predict liver disease with feature selection. Outlier detection is used to find out the extreme deviating values and they 

are eliminated using isolation forest. The performance is measured in terms of accuracy, precision, recall f-measure and time complexity. 
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1. INTRODUCTION 

The liver is the largest organ in the body, weighing approximately 1.5kg and is vital for life. It is located in the upper right quadrant of the 

abdomen tucked underneath the ribs. It is responsible for many (over 500) important functions such as processing nutrients, breakdown of toxins and 

production of essential proteins. It processes digested food from the intestine by breaking it down into glucose and converting into glycogen for energy 

storage. Another key function is the removal of waste products from the blood. Some are concentrated into bile which is stored in the gallbladder and 

then is discharged into the duodenum. Bile also plays a part in digestion by emulsifying fats. The liver plays an important role in combating infection 

and in protein synthesis and metabolism. Chronic liver disease is characterised by scarring and destruction of the liver tissue. Early changes, such as 

'fatty liver' (a build up of fat in the liver cells) can progress via inflammation (hepatitis) and scarring (fibrosis) to irreversible damage (cirrhosis). 

SYMPTOMS 

 Skin and eyes that appear yellowish (jaundice) 

 Swelling in the legs and ankles. 

 Itchy skin. 

 Dark urine color. 

 Pale stool color. 

 Chronic fatigue. 

 Nausea or vomiting. 

 
These type of symptoms are seen usually in patients with either TYPE-1 OR TYPE-2 . If any one is having two or more symptoms present in their 

bodies they have to seek for Medical opinion with specialist doctors without any further delay. 

Control of Alcohol Consumption:- 

The human liver has to perform around 500 functions every day. A significant amount of alcohol consumption builds fats around the liver known as the 

alcoholic fatty liver disease, which can be life-threatening. Quitting alcohol consumption or cutting it down as much as one can is the only solution. 

Drink Plenty of Water:- 
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Drinking water is always beneficial. It helps to flush the toxins out of your body and prevents thickening of the blood, thus helps its easy filtering 

through the liver. 

Exercise Regularly:- 

One essential part is to start exercising. Non-alcoholic fatty liver disease (NAFLD) is associated with being obese or overweight. Regular exercise will 

help in preventing liver disease by maintaining a healthy weight. EatA healthy diet is vital to keep the liver healthy. Cut down on the carbs and eat more 

nuts. Low carb diet helps in maintaining a healthy liver by controlling the calorie intake. 

Cut down on Fizzy Drinks:- 

Cold drinks available in the market contain added sugars that lead to obesity. Cut down on the consumption of such beverages. 

2. OBJECTIVES 

This paper proposes of a proposed model of machine learning techniques for an efficient prediction of a disease called Liver Disease. Our model 

will use an improvised and precise technique of detecting the visible patterns of relations between the variables. In the real world patients with Type 2 

fatty liver  and alcoholic liver disease failing to receive treatment on time which will lead to poor junk food control and increase the risk of 

complications. If we use machine learning techniques we can reduce the rate of accuracy  can be improved. The goal of this work to find an effective 

manner  to find machine learning based model for detecting liver disease in individual clinical data. 

3. ALGORITHM STUDIED 

Support Vector Machine(SVM):- A Support Vector Machine builds  hyperplane or set of hyperplanes in a high dimensional space. It is used for 

classification as well as regression problems. It chooses the extreme points or vectors that help in creating  the hyperplane. As SVM is most effective 

and precise algorithm among others.  

 

Fig:- 1 Two different categories that are classified using a decision boundary or hyperplane  

Navie Bayes:- Navie bayes used for classification and it has high-dimensional training dataset. Navie Bayes classifier is one of the effective algorithm 

that helps in building machine learning  models fast and they can make quick predictions than other algorithms. It is a probabilistic classifier as it 

predicts on the basis of the probability of the object. 

 

Where, 

P(A|B) is Posterior probability: Probability of hypothesis A on the observed event B. 

P(B|A) is Likelihood probability: Probability of the evidence given that the probability of a hypothesis is true. 

P(A) is Prior Probability: Probability of hypothesis before observing the evidence. 

P(B) is Marginal Probability: Probability of Evidence. 
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KNN:- It is based on supervised learning. It is non-parametric algorithm as it doesn’t make any assumption on underlying data. KNN algorithm at the 

process of training dataset it stores the dataset when it gets its new data then it classifies that data into a category that is much similar to the new data. 

 

Fig:-2 Classification of KNN according to the new data point. 

Artificial Neural Network:- The Term Artificial Neural Network it is a part of biological subfield and it is a part of AI(Artificial Intelligence) that is 

used to modelled and also develop the structure the brain. Similar to a human brain which has neurons that are interconnected to one another in various 

layers of the networks. Neurons are weighted that interconnections that regulate the effect of the corresponding to the input signals that is to use of 

supervised learning to categorize the load parameters of the diabetes.   

4. LITERATURE REVIEW 

The Motive of this study is to design a model which can detect the liver Disease in patients with maximum accuracy. Dataset is taken for the 

experiment and in this literature three algorithms are used in this such as naive bayes, decision tree, SVM. 

The performance of the algorithm evaluated  is measured like accuracy, precision , f-measure and recall. And also result shows that accuracy of naïve 

bayes is the highest according to this research . 

Results are verified using ROC curves in proper and systematic manner.[1] 

Previous work on Liver Disease prediction segmentation by which prediction can be given out by different methods mostly they used in  dataset to 

diagnose the liver disease. Data obtained from  organization web link are used to analyse the liver disease risk factors applying machine learning 

techniques. Data transformation improves the performance of the KNN but it doesn’t affect the decision tree but it affects the SVM. On the SVM 

accuracy improved after tuning as before it is approx. 82% and after tuning it increases to 90%. According to this literature three chosen methods but 

the outcome is the SVM method proves highest accuracy better than other methods.[2] 

The aim of this analysis is to develop a system which might predict the hypetyties at high risk level of the patients with a better accuracy. Various 

information states that machine learning algorithms presents different decision support systems for associating health specia list. The Effectiveness of 

the   decision support system is recognized by its accuracy.[3] 

As with the help of machine learning algorithms we have got a flexibility to search an out an answer to the current issue. With the help of machine 

learning techniques we have been got an advance level of system that has ability to detect and predict the illness with an accurate precision.[3] 

This paper discuss the predictive analytics in healthcare. Six different machine learning algorithms are used in this research work.  For experimental 

purpose the dataset  is taken that has patient medical report is been listed. ML algorithms are applied and according to their performance and accuracy 

of the applied algorithm is discussed and compared.[4] 

The objective is to study and provide enough understanding to the reader about how healthcare industry can utilize Machine learning algorithm for 

better decision making and also the prediction of  liver disease. Performance analysis of all algorithms are compared in this research work.[4] 

This paper has a analytical process is carried out using machine learning algorithms for analysis of the medical data to build the machine learning 

models to carry out medical diagnosis. This paper explores the approaches to improve the accuracy. 
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From this literature it is observed that machine learning algorithm takes place  in an significant role of knowledge discovery from the database 

especially in medical diagnosis with the medical data. This paper also predicts higher risk on their disease according to a medical history.[5]  

5. RELATED WORK 

The aim of this study is to help the patients who are suffering from survey liver disease to help them predicting their disease. We want to help 

people predicting the disease by developing an system that can bring a change in technology and make it more better and by providing an better 

treatment and can reduce the cost of the treatment by making it technological way. 

The liver disease prediction gives the output from the input variables given to the algorithm this process starts with dataset taken that should be pre 

processed. Firstly the data is pre processed than the data is cleaned. Removing of the noisy data is done from the huge dataset. Data removal process , 

data reduction , data dimensionality took place and after that applied algorithm of Machine learning algorithm like naïve bayes, SVM,KNN etc are used 

. Performance evaluation of all algorithms take place based on various measures like F-Measure, recall, Accuracy, precision. After the performance 

evaluation comparative analysis is done based on accuracy which algorithm according to the research work has the highest accuracy will be applied to 

the system. The result predicted output in form of result comes out as an output.  

We need to predict the disease of patients disease as there are mainly three types of  liver disease and fatty liver  as we need to find which is one of 

them in the patient and also we have to find if any risk factors are there or not in future. As we should know the patients past history as for any side 

effects and risk factor for future. 

After all this process which algorithm is to be used in this system is to be decided. According to the research work mostly SVM has the precise and best 

accuracy to predict the disease most accurately. 

It is evident from the literature survey that the incidence of liver disease is increasing and that although there is evidence that the complication of liver 

disease can be prevented there are still patients who lack the required knowledge and skills to manage and control their conditions. 

This study is an attempt to determine patients and their family members knowledge and views on fatty liver to make recommendations towards 

improved accuracy education which might lead to improve loyalty to the liver disease treatment .  

6. PROPOSED SYSTEM 

The main aim is to used the SVM  model algorithm. As SVM is a linear model for classification and regression problems. It can solve linear and 

non-linear problems. The idea of SVM is simple. The algorithm creates a line or hyper plane which separates the data into classes. SVM is an algorithm 

that takes the data as an input and outputs a line that separates those classes if possible. This is an supervised learning based process. The main parts of 

process are 

Data Collection:- Data Collection is defined as procedure of collecting, measuring and analysing accurate insights for research using standard validant 

techniques. Data represents information collected in the form of numbers and text. Data collection is generally done after the experiment. Data 

collection is helpful in planning and estimating. Data collection is qualitative or quantative. During the data collection the researchers must identify the 

data types, the sources of data types, and what  methods are being used. 
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Fig:-4 Review of research process, data collection and analysis. 

7. DATA ANALYSIS  

Data Analysis is a process used by researchers for reducing data to a story and interpreting it to derive insights. The data analysis process helps in 

reducing a large chunk of data into a smaller fragments which makes sense. Mostly data analysis are divided into three parts The fist is the data 

organization. Summarization and categorization together to categorize together contribute to becoming the second known method for data reduction. 

Third and the last way of data analysis is researchers do it in both top-down or bottom-Up. 

Training dataset:- Training dataset is the initial data used to train machine learning models. Training dataset are  to machine learning algorithms to 

teach them how to make predictions or perform the desired task. Training dataset uses machine learning applications to recognize the pattern. As per we 

have a model of liver disease prediction firstly we will now split the dataset before we train it.  

Suppose there are two variables A and B , A will contain all the independent variables and B will contain all dependent variables. After  successfully 

splitting the dataset we will use train_test _split method will be used. As before we build our model we need to see if there are some of zero values in 

our dataset. We need to check in the head of the dataset if there are zero values in our dataset and zero values are mostly part of independent variables 

and they have zero values. As because of zero values  this can make our model not efficient. 

Building The Model:- As stated earlier as we are using the support vector machine method to get the best accuracy score. As accuracy metric is used 

for the evaluation of model or to evaluate the model. It is the ratio of the correctly predicted probability of instances occurred in a dataset divided by the 

total number of instances in the dataset. According to the research work support vector machine gives an accuracy score of 0.5321. 

Validation Data:- During the training validation data transfers new data into model that has not been evaluated before. Validation data process starts 

from the first test against unseen data. As it allows the data scientists to evaluate and they may able to know how well the model makes prediction 

based on new data. As not all data scientist uses the validation data process but it can provide some helpful information to optimize the parameters, 

which teaches how  model should  access data. In this sense of validation data occurs as the part of the model  training process. 

Testing Data:- After the model is built, testing data once again validates that it can make the accurate prediction or not. If training and validation data 

include labels to monitor performance metrices of the model. The testing data should be unlabelled. Test data provides an final, real-world check of an 

unseen dataset to confirm that the machine learning algorithm war trained effectively. 

Accuracy: 

The following table describes an overall classification algorithm for accuracy values analysis. In this  table contains existing and proposed accuracy a 

values shows, Accuracy = (TP + TN) / (TP + TN + FP+ FN ) 
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Figure 2.2 Accuracy table 

 

Figure 2.3 Accuracy and Consumption Time 



 

                                                          International Journal of Research Publication and Reviews, Vol 3, no 5, pp 3492-3503, May 2022                    3498 

 

Fig:- 5 Proposed System Of Support Vector Machine 
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Compare the results of different classifiers using feature selection technique on Liver Patient Diseases Dataset 

 

 

Table patient dataset result 

The above graph shows the comparison of different classifiers accuracy percentage using feature selection and without using feature selection 

techniques. 
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Figure: - Finalize Number of Iteration Result [7] 

Feature Importance:- 

Feature Importance refers to techniques that calculate a score for all the input features for a given model. The score only represents the importance of 

the feature. As much is the score is higher of that particular specific feature will have higher effect on the model that is being used to predict a certain 

Variable. Feature importance works in way that it will rank features based on the effect that they have on their model prediction.  

There are different ways to calculate feature importance  according to this research paper we have studied mainly two methods Gini importance and 

permutation feature importance. According to the scikit-learn Gini importance is used to calculate the node impurity and feature importance is basically 

reduction of number of samples in the impurity of node that are weighted by the number of samples that are reaching that node from the total number of 

samples. The equation of two nodes is:-  

A single feature can be used in the different branches of the tree. The features are normalized against all the sum of features  values present in the tree.  

 

 

 Now as we talk about permutation feature importance the idea behind permutation feature importance is simple. The feature importance is calculated 

by increase or decrease in the error when we permute the values of feature. The best thing about  this method is that it can be applied to every machine 

learning model.in this feature importance methods there are no complex mathematical formulas behind it.  The permutation feature importance is based 

on an algorithm that works on this factor as follows:- 

1. Calculate the mean squared error with the original values. 

2. Shuffle the values for the features and make predictions. 

3. Calculate the mean squared error with the shuffled values. 

4. Compare the differences between them. 

5. Sort the differences in descending order to get features with most to least importance.  
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Fig:--6 Feature Importance 

Fig:- 7 confusion Matrix 

8. PROBLEM STATEMENT 

Patients with Liver disease have been continuously increasing because of excessive consumption of alcohol, inhale of harmful gases, intake of 

contaminated food, pickles and drugs. This dataset was used to evaluate prediction algorithms in an effort to reduce burden on doctors.It is a binary 

classification problem, where given the above set of features, we need to predict if a given patient has liver disease or not 
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9. CONCLUSION 

This Study will help you to know which gives the best accuracy among all algorithm that gives the precise result. This is the one of the most 

important medical problem is the liver disease and it is very rare and it may be diagnose at an early stage. In this study or research systematic efforts are 

made for the user to detect the disease at an early stage and we can take precautions and take pecuniary measures and solve the problem. Algorithm like 

SVM, Naive Bayes classifier, Decision tree using machine learning algorithm are used in this system. Experimental outcomes are there according to 

their algorithms and with the help of the accuracy, precision etc. 
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