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A B S T R A C T 

The popularity of online social networks has created massive social interaction among their users, and this leads to a huge amount of user-generated 

communication data. In recent years, Cyberbullying has grown into a major problem with the growth of online interaction and social media. Cyberbullying 

has been recognized recently as a serious national health concern among online social network users and developing an efficient detection model holds 

tremendous practical significance. In this paper, we have proposed set of unique features derived from Twitter based on these features, we developed a 

supervised machine learning solution for detecting cyberbullying in the Twitter. An evaluation demonstrates that our developed detection model based on our 

proposed features, achieved results with an area under the precision of 0.963 and an f-measure of 0.904. These results indicate that the proposed model based 

on these features provides a feasible solution to detecting Cyberbullying in online interacting environments 
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1. Introduction 

Cyberbullying is a deliberate and repetitive act to harm or humiliate someone using information and communication technologies such as mobile phones, 

emails and social media  [1] [2]. It is often categorized into various forms, such as cyber harassment (i.e. repetitively harassing and threatening someone), 

denigration/slandering (i.e. sharing false information about someone), flaming (i.e. brief insulting online interactions) and happy slapping (i.e. recording a 

session while a person is being bullied for circulation purpose), among others [2]. Impacts of cyberbullying are detrimental in nature, ranging from 

emotional (anger, fear, self-blame etc.) to psychological (low self-esteem, depression, suicidal etc.) and physical (loss of sleep, headache, eating disorder 

etc.). 

Despite the various prevention and intervention strategies, cyberbullying perpetration has not decreased in the last one decade [3]. Recent studies have 

looked into automatically detecting cyberbullying incidents, for instance, an affect analysis based on a lexicon and Support Vector Machine (SVM) was 

found to be effective in detecting cyberbullying, however the accuracy decreased when the size of the data increased, suggesting that SVM may not be 

ideal in dealing with frequent language ambiguities typical for cyberbullying [4]. [5] automatically collected data from an in-game chat (World of Tanks) 

and found cyberbullying to be a learned behaviour (i.e. new players are less likely to engage in cyberbullying). 

 Cyberbullying and its impact on social media: Cyberbullying is not just limited to creating a fake identity and publishing/posting some embarrassing 

photo or video, unpleasant rumours about someone but also giving them threats. The impacts of cyberbullying on social media are horrifying, sometimes 

leading tothe death of some unfortunate victims. The behaviour of the victims also changes due to this, which affects their Emotions, self-confidence and a 

sense of fear is also seen in such people. 

2. Background 

Cyberbullying – a social media problem: 

The use of information and communication technologies, particularly social media has revolutionized the manner in which people communicate and form 

relationships with one another, with statistics around the world indicating a high prevalence rate of social media applications. For instance, according to 



3002 International Journal of Research Publication and Reviews, Vol 3, no 5, pp 3001-3007, May 2022 

 

the recent report by Pew Research Centre (2018), Instagram (75%) and Snapchat (73%) were found to be most popular among those between 18 and 24 

years old whereas Facebook and YouTube were more popular among those older than 50 (i.e. 68%). This unfortunately, provides an avenue for anti-social 

behaviours such as misogyny [6] [7], sexual predation sexism [8] and cyberbullying perpetration [9] [10] [11]. Facebook, for instance, is one of the most 

popular social 

Facebook, for instance, is one of the most popular social media platforms that allows its users to create their own profiles, upload their photos and videos, 

and send messages (both private and public). It has a wide reach, as any comments or posts can reach thousands of people, especially through “liking” and 

“sharing” mechanisms, and thus allowing cyberbullies to distribute nasty or unwanted information about their victims easily [12]. Instagram allows its 

users to share photos and videos, to follow others and support Stories. Like7 Facebook, it is also easy for one to set up new, anonymous profiles for 

cyberbullying perpetration. Thevelocity and size of the distribution mechanism allow hostile comments or humiliating images to go viral within hours 

[12]. 

 

2.1. Features 

This section specifically focuses on the features incorporated in our cyberbullying detection model. It encompasses user personalities focusing on Big Five 

and Dark Triad models, sentiment, emotion and Twitter-based features. 

 

2.2. User personalities 

One of the most comprehensive and popular method to determine personality is based on the Big Five model [13] [14], which is a hierarchical 

organization of personality traits in terms of five basic dimensions/facets: Extraversion - the tendency of being outgoing, sociable, to be interested in other 

people, assertive, active, paying more attention to external events and excitement seeking Agreeableness - the tendency to be kind, friendly, gentle, getting 

along with others and being warm to other people Conscientiousness – it presents how much a person pays attention to others when making decisions 

Neuroticism - the tendency to be depressed, fearful and moody Openness - the tendency to be creative, perceptive, thoughtful, broad-minded, and willing 

to make adjustments in activities in accordance with new ideas. 

 

2.3. Cyberbullying detection and machine learning 

Machine learning, an application of artificial intelligence provides systems the ability to automatically learn and improve from experience without being 

explicitly programmed, often differentiated as supervised, unsupervised or semi-supervised algorithms [15].The supervised algorithms take a set of 

training instances to build a model that generates a desired prediction for an unseen instance (i.e. based on labelled/annotated data), whereas unsupervised 

algorithms do not depend on labelled data, and thus often used for clustering problems [15] As cyberbullying is deemed to be a classification problem (i.e. 

categorizing an instance as bully or non-bully), the supervised learning algorithms were adopted in the present study. 

Studies on cyberbullying detection are mainly based on superintending algorithms such as Naïve Bayes, SVM, Decision Trees (J48), and Random Forest, 

often with performance comparisons made between several of these classifiers [10] [16]. Naïve Bayes is a Bayesian theorem algorithm and is well-known 

for its ability to classify texts based on a probability (i.e., outcomes are based on the highest probability). It is therefore, wellsuited for real-time 

predictions, text classifications and recommendation systems [17]. It assumes independence between predictors, that is, the presence/absence of a feature 

is unrelated to the presence/absence of any otherfeature. Therefore, in the context of tweets, each word or feature is considered as a unique variable by 

Naive Bayes to determine the probability of that word/feature. For instance, [18] proposed a model for detecting cyberbullying using Na¨ıve Bayes, 

whereby the presence of an offensive word indicates cyberbullying, and the absence indicates otherwise. The authors however, did not evaluate their 

proposed model, but other similar studies such as [19] reported an overall accuracy of 63% using Naïve Bayes to detectcyberbullying based on YouTube 

comments.  

The present study adopted a similar approach whereby the presence of specific features (or combination of features) (e.g., high number of followers-

following or a negative personality) may result in a tweet to be classified as a bully. J48 is a popular decision tree algorithm, which uses the depth-first 

strategy that considers all the possible tests to split the dataset before one with the highest information gain is selected [20]. The trees contain several 

nodes, that is, root (main node, no incoming edges), internal (with incoming and outgoing edges) and leaf (no outgoing edges). Both the root and internal 

nodes correspond to each feature tested whereas the leaf node is the final classification. Therefore, in the context of cyberbullying, features such as 

number of followers, popularity, positive sentiment can be used as the root or internal nodes, whereas bully or not-bully will be the corresponding leaf 

node. J48 is generally easy to use and relatively fast, however the preparation of large decision trees (i.e., large datasets with many features) are complex 

and time-consuming (Zhao and Zhang, 2008). [16] explored the social network graphs features, namely the relationships between users and related 

features (e.g., number of friends), and network embeddedness (i.e., relationship between users) etc. using J48, with results indicating an accuracy of 62.8 

3. Related work 

A previous study proposed an approach for offensive language detection that was equipped with a lexical syntactic feature and demonstrated a higher 

precision than the traditional learningbased approach [21]. A YouTube databased study [22] applied SVM to detect cyberbullying, and determined that 

incorporating userbased content improved the detection accuracy of SVM. Using data sets from Myspace, developed a genderbased cyberbullying 

detection approach that used the gender feature in enhancing the discrimination capacity of a classifier [23]. included age and gender as features in their 

approach; however, these features were limited to the information provided by users in their online profiles [24]. Moreover, most studies determined that 

only a few users provided complete information about themselves in their online profiles. Alternatively, the tweet contents of these users were analysed to 

determine their age and gender [23]; [25]. Several studies on cyberbullying detection utilizedprofane words as a feature, thereby significantly improving 

the model performance. A recent study [26] proposed a model for detecting cyberbullies in Myspace and recognizing the pairwise interactions between 
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users through which the influence of bullies could spread. Nalini and Sheela proposed an approach for detecting cyberbullying messages in Twitter by 

applying a feature selection weighting scheme [27].  included pronouns, skip-gram, TFeIDF, and N-grams as additional features in improving the overall 

classification accuracy of their model [28]. 

4. Materials and methods 

4.1. Experimental setup 

Stepwise Procedure of SVM  utilized in detecting the cyberbullying Steps:  

1. For a particular location, a limited number of tweets will be fetched through dataset  

2. The Data Pre-processing, Data Extraction will be performed on the fetched Tweets  

3. Pre-processed tweets will be passed to SVM and Naïve Bayes model (see Developing the Model section) to calculate the probabilities of fetched 

tweets to check whether a fetched tweet is bullying or not.  

4. If the probability of fetched tweet lies in the range of 0.5 to 1, then the tweet will not be considered as a bullied tweet.  

5. Again, the list of tweets will be passed to the SVM and Naive Bayes model to predict the results of the tweets.  

6. And again, the average probability of that tweet will be calculated and if it lies above 0.5 then it will be considered as a bullied tweet and it will be 

recorded in our database. If the average probability is less than 0.5 then the record will be removed from the database. 

 

4.2. Developing the model 

The entire model is divided into 3 major steps: Pre-processing, the algorithm, and feature extraction. 

 

Pre-processing 

 

The Natural Language Toolkit (NLTK) is used for the pre-processing of data. NLTK is used for tokenization of text patterns, to remove stop words from 

the text, etc. Tokenization: In tokenization, the input text is split as the separated words and words are appended to the list. Firstly, TweetTokenizer is used 

to tokenized text into the sentences. Then 4 different tokenizers are used to tokenize the sentences into the words:  

o TweetTokenizer 

o WordPunctTokenizer 

o TreebankWordTokenizer  

o PunctWordTokenizer 

Lowering Text: It lowers all the letters of the words from the tokenization list. Example: Before lowering “Hey There” after lowering “hey there”. 

Removing Stop words: This is the most important part of the pre-processing. Stop words are useless words in the data. Stop words can be get rid of very 

easily using NLTK. In this stage stop words like -https, -, are removed from the text.  

Wordnet lemmatize: Wordnet lemmatize finds the synonyms of a word, meaning and many more and links them to the one word 

 

Feature Extraction:  

 

In this step, the proposed model has transformed the data in a suitable form which is passed to the machine learning algorithms. The frequency dictionary 

is used to extract the features of the given data. Features of the data are extracted and put them in a list of features. Also, the frequency of word defining 

polarity (i.e., the text is Bullying or Non-Bullying) of each text is extracted and stored in the list of features 

 

Algorithm Selection: 

 To detect social media bullying automatically, supervised Binary classification machine learning algorithms like SVM with linear kernel and Naive Bayes 

is used. The reason behind this is both SVM and Naive Bayes calculate the probabilities for each class (i.e. probabilities of Bullying and Non-Bullying 

tweets). Both SVM and NB algorithms are used for the classification of the two-cluster. Both the machine learning models were evaluated on the same 

dataset. But SVM outperformed Naive Bayes of similar work on the same dataset. Classification report [9] is also evaluated. The accuracy, recall, f-score, 

and precision are also calculated 

Precision = TP / (TP+FP)  

Recall =TP/(TP+FN)  

F-Score = 2*(Precision*Recall) / (Precision + Recall)  

Where , 

TP = True positive numbers  
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TN = True negative numbers  

FN = False negative numbers  

FP = False positive numbers 

Support Vector Machine 

Support Vector Machine is a supervised classification machine learning algorithm. SVM can be used for both regression and classification. SVM also 

calculates the probabilities for each category. SVM with non-Linear Kernel is used as our data is linearly separable. 

 HYPERPLANE: The main aim of the SVM is to find the hyperplane which divides the dataset into two categories. Many hyperplanes separate two 

categories of the data points. The main aim of the SVM is to find the hyperplane with a maximum margin. For 2 attributes hyperplane is justa line. As the 

number of features increases, it is very difficult to imagine the hyperplanes’ dimension. In our model, as there are only 2 classes, i.e., Bullying and Non-

Bullying hyperplane was just a line. SUPPORT VECTORS: Data points that are closer to the hyperplane are called Support Vectors. To maximize the 

marginal distance between classifiers support vectors are used and if delete this support vector it will change the hyperplanes’ position. 

Naive Bayes 

Naive Bayes is a supervised probabilistic machine learning algorithm that can be used for classification. Bayes Theorem Formula: Naive Bayes models 

are used recommendation systems, sentiment analysis, and spam filtering. Naive Bayes algorithms are very easy to implement. Types of Classifiers: 

Gaussian Naive Bayes  

Bernoulli Naive Bayes  

Multinomial Naive Bayes  

Since our data is not discrete Gaussian Naïve Bayes approach is used. 

4.3. Proposed method 

This section proposes the methodology and framework used for classification of comments. The steps involved are Normalization, standard Feature 

extraction, feature selection and finally classification.  

Normalization: The Data set we have used contains list of comments and respective labels. These should be converted into feature vector which are used 

by our machine- learning algorithms. For this we use different Natural language processing techniques to obtain an accurate representation of the 

comments in feature vector form. We use various techniques based on our observations.  

Removing unwanted strings: For the comments to be used by machine-learning algorithms they should be in standard form. Raw comments present in 

dataset which contains many unwanted strings like and many such encoding parts should be removed. 

 Hence the first step is to pre-process the comments by removing unwanted strings, hyphens and punctuations Correcting words: One of the reasons 

comments are classified as insulting is the presence of profane or abusive words. The total number of bad words present in comments is taken as one of 

the features. A dictionary of 500 bad words is compiled, which also includes variations of words (online forums sometimes use special characters to build 

an insulting word. 

When we encounter such words, the dictionary helps to convert them into natural form. Also, Stemming is applied to capture bad word variations that are 

not contained in dictionary. Stemming reduces a word toits core root, for example embarrassing is reduced to embarrass. Here it is noted that stemming is 

only applied to bad word dictionary not on the dataset used, as it will lead to information loss. Again, a small dictionary and a spell checker is used to 

convert all variations of “you”,” you’re” (e.g., u, ur etc) which are present in the dataset as participant use them as part of flexible language. Following 

Standard Feature Extraction: To train machine learning algorithms, strings should be converted in feature vector. We use frequency dictionary The process 

occurs in following steps and used it class as a pair for unique identification  

Counting: Count the number of times each of these tokens occurs in a tweet along with it class it being added to a class which is 3X1 matrix.  

Additional Features: Capturing pronouns: It is been observed that cyberaggressive comments which are directed towards peers are perceived more 

negatively and results in cyberbullying. Comments containing a pronoun like ’you’ followed by an insulting or profane words are peer directed comments 

which are taken as negative and teens get frustrated after encountering such comments. So, to detect such comments we have used the count of pronouns 



International Journal of Research Publication and Reviews, Vol 3, no 5, pp 3001-3007, May 2022                                                    3005 

 

as one of the features for detecting cyberbullying. To extract this feature, we calculate feature for pronoun present in comment. This feature is our strong 

hypothesis which greatly increases the accuracy and helps in detecting cyber-aggressive comments.  

Feature Selection: The machine learning algorithms cannot handle all the features so we created whole new feature set consisting of three parameters 

positive count, negative count and bias term. These would reduce the time complexity and space complexity. 

 • Chi-Square Method: chi square (X2) method is commonly used for selecting best features. This metric calculates the cost of a feature using the value of 

the chi-squared statistics with respect to class. Classification: Once the features are built, we extract the best features using chi-squared test and apply the 

machine learning algorithms to train models on it. We have used SVM and logistic regression on our feature data. A brief summary of these algorithms is 

given below.  

• Support vector machine (SVM): This algorithm maps the training data into feature space using kernel functions and then separates the dataset using large 

hyperplane. We have used non-linear kernel Rbf function 

. • Logistic Regression: This algorithm provides probabilistic approach to data. The outcome are probabilities modelled as a function of predicted 

variables, using a logistic function. 

5. Detection of cyberbullying incidents 

Since effective prediction enables better targeted detection, we were interested in applying a similar methodology as in the prediction section to the 

training and testing of a detector. This distinction is of course the detection algorithm benefits from having access to the text comments from the 

discussion. In this section we only work on the data with non-zero negativity. The idea comes from having a first layer predictor with near to zero false 

positive.  

In addition, a variety of non-text features were evaluated, including those features extracted from user behaviour (number of shared media objects, 

following, followers), media properties (likes, post time, caption) and image content. For example, we investigate the feature corresponding to the number 

of words. However, adding this feature does not provide any value to the classifier performance. It was observed that the number of words is considerably 

higher for examples of cyberbullying. The reason is the high correlation between the number of words and a set of variables with positive coefficients, 

namely “bitch”, “fuck”, “gay”, “hate”, “shut”, “suck”, “ugly”.  

Similarly, we considered the “time interval” variable, i.e., the mean time between posts. This variable also has high correlation with cyberbullying 

indicator words and does not add to the classifier performance. Both of these supports our correlation analysis for “time interval” and “word count”. 

Another feature related to the media session is the number of likes the image has received, however it does not provide any improvement with a very small 

coefficient in the model. Another theme for future work is to obtain greater detail from the labelling surveys. Our experience was that streamlining the 

survey improved the response rate, quality and speed. However, we desire more detailed labelling, such as for different roles in cyberbullying identifying 

and differentiating the role of a victim’s defender, who may also spew negativity, from a victim’s bully or bullies. Finally, we can cascade our predictor 

with a more complicated detection algorithm to make examining cyberbullying-prone media sessions more scalable. 

6. Discussion 

While this paper has introduced prediction of cyberbullying in a media-based mobile social network, there remain a number of areas for improvement. 

One theme for future work is to improve the performance of our classifier and used it to various media related cyberbullying activities. New algorithms 

should be considered, such as RNN and LSTM. More input features should be evaluated, such as new image features, mobile sensor data, etc. 

Incorporating image features needs to be automated by applying image recognition algorithms. Temporal behaviour of comments for a posted media 

should be taken into account in designing the detectionclassifier. In this work we have only considered the image content and image and user metadata for 

prediction of cyberbullying. However, based on the improvement seen in using a small number of text comments, we think that considering the 

commenting history of users in previously shared media can prove to be useful. 

 Another theme for future work is to obtain greater detail from the labelling surveys. Our experience was that streamlining the survey improved the 

response rate, quality and speed. However, we desire more detailed labelling, such as for different roles in cyberbullying identifying and differentiating the 

role of a victim’s defender, who may also spew negativity, from a victim’s bully or bullies. Finally, we can cascade our predictor with a more complicated 

detection algorithm to make examining cyberbullying-prone media sessions more scalable. 

7. Conclusion 

An approach is proposed for detecting and preventing cyberbullying using Supervised Binary classification Machine Learning algorithms. Our model 

is evaluated on both Support Vector Machine and Naive Bayes, also for feature extraction, used the Frequency word dictionary. As the results show us 

that the accuracy for detecting cyberbullying content has also been great for Support Vector Machine non-linear of around 90.4% which is better than our 

[29]. Our model will help people from the attacks of social media bullies. 
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