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ABSTRACT 

Today, criminal activities are increasing worldwide due to modern technologies, which have an adverse effect on society and common people. The primary 

objective of this paper is to analyze the crime pattern and predict the crime occurrence rate in the future to take appropriate measures against it. One of the most 

suitable methods to apply to a huge amount of crime datasets is the data mining technique to organize and analyze the data. The k-means clustering algorithm is 

applied to form clusters based on crime in various regions to find generic patterns. A further prediction is done using the Random Forest Regression Model to get 

the high crime-prone areas. 
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1. INTRODUCTION 

In the current scenario, criminals are becoming more technologically advanced which serves as a major challenge for law agencies and government 

officials to analyze huge amounts of criminal datasets. So, the basic requirement is to select appropriate crime analysis and data mining techniques. A 

data mining algorithm can be used to get clusters of cities or areas having similar crime occurrence rates and analyze the crime pattern. In this paper,the 

k-means clustering technique of data mining is used to extract useful information from the huge crime dataset.Clustering will be done based on the 
place where the crime occurred. This will help to predict crimesthat will occur in the future. Which would help the police to identify the crime “hot 

spots” and take the required actions 

 

2. LITERATURE SURVEY 

 

[1] S.G. Krishnendu, P. P. Lakshmi, and L Nitha proposed a system to examine the possibility of using clustering technology for crime analysis. They 
found out which state has more or fewer criminals based on each cluster’s values. The result can be used to make various strategies for crime control in 

the future.  

 
[2] Gouri Jha et al. proposed a system for finding a pattern that is necessary for prediction and finding criminal patterns and behaviors. In the future, 

they tend to focus on examining fuzzy clustering algorithms to apply to serial killing-relateddatasets and examine the analysis of the same.  

 
[3] Khushabu A. Bokde et al. proposed a project that focuses on crime analysis by considering crime homicide and plotting it concerning year. They 

concluded that homicide is decreasing from 2009 to 2018.  

3. PROPOSED SYSTEM ARCHITECTURE 

 

Fig 1: Block Diagram of proposed system Architecture 

 

Figure 1 shows the block diagram of the proposed system architecture and below are the steps for implementation: 

1.Crime dataset is taken. 

2. One-hotlabel encoder is used to filter and pre-process the dataset. 

3.Elbow method is used to get an effective number of clusters or centroids from the elbow graph. 
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4. K means clustering is performed on the resultant dataset and various clusters of cities were obtained. 

5.Random Forest Regression Model is applied to the dataset and the type of crime in the future is predicted. 

 

 

 

 

 

 

 

 

 

 

 

Fig 2: Implementation steps of system architecture 

 

4. EXPERIMENTAL SETUP AND RESULT 

4.1. Approach Used: 

4.1.1 Data Pre-processing 

The dataset is collected from data.World website. If the data is dirty, it will generate incorrect visualizations, hence leading to incorrect conclusions. 

The crime data collected also has some level of dirtiness such as null values, inconsistent date formats, and some outliers. 
The Null or missing values are replaced by the mean values of the particular column or in the case of a huge dataset sometimes the entire row is 

deleted. To convert the categorical data into labels or numeric values we use the method called one-hot label encoding. In this way, the dataset is made 

meaningful for further process. 
 

4.1.2 Data Analysis 

From the Dataset present, we can analyze the crime pattern in a particular city or state with the help of various plots. It makes it easy for the officials to 

analyze the dataset to easily identify the most crime-prone area and take the necessary action. 

 

 
Fig 4: Plot of total no. of murders took place in the state from year 2001-to 2012. 

 

Collect the crime dataset 

Filter and pre-process dataset according to 

requirement 

Perform Elbow method to obtain desired number 

of clusters 

Perform K-Means clustering on the dataset 

Perform Random Forest Regression and analyse 

the future crime rate 
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  Fig 3: Plot of total crimes taken place          District wise. 

 

 

 
Fig 5: Plot of percentage of different crime taken place in Pune district. 
 

4.1.3 K-Means Clustering Analysis 

K-Means clustering is used to segregate the cities into various clusters based on the crime rate occurrences.     

 

 
Fig 6: Plot of clusters by using k-means clustering. 

 

Figure 6 shows that the cities can be segregated into three clusters based on the crime rate occurrences in these cities. 
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Fig 7: List of cities present in cluster no. 0 

 

 
Fig 8: List of cities present in cluster no. 1 

 

 
Fig 9: List of cities present in cluster no. 2 

 

Figure 7, figure 8, and figure 9 shows the list of all the cities present in cluster no.0 (i.e., red colour), cluster no.1 (i.e., blue colour), and cluster no.2 

(i.e., green colour) respectively.Here red cluster indicate low crime rate, green cluster indicatesa moderate crime rate, and the blue cluster indicatesa 

high crime rate.Hence from the clustering analysis, we can easily identify the cities having a high risk of criminal activities and take necessary action. 

4.1.4 Crime Prediction using Regression Model 

In the proposed system the dataset is divided into training and test set. The test set is used for prediction purposes. The random forest algorithm of 

machine learning is applied to the dataset.  
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Fig 10: Predicted crime in Pune city in the year 2025. 

 

Using the Regression Model, we can identify the crime type in the future based on the previously occurred crime rates. 

5. FUTURE SCOPE 

The proposed work mainly focuses on the crime rates around a specific state. work can be extended in the future by using different data mining 

techniques. 

 

6. CONCLUSION 

In this system, the crime is analysed by implementing a k-means clustering algorithm on the crime dataset and future crime type in different cities is 

predicted using the Random Forest Regression Model. It will help the government officials easily control the crime that occurs in a particular city. 
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