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 ABSTRACT  :-  

Every year, liver disease is the leading cause of death. After cancer, stroke, and respiratory disease, liver disease is the fifth leading cause of death in England. 

Chronic hepatitis B and C, as well as alcohol and non-alcoholic beverages, are the leading causes of liver disease globally. Machine Learning has a lot of 

potential for automated disease diagnosis. With the current rise in numerous liver disorders, it's more important than ever to detect liver disease early on. We 

propose a novel classifier by combining a genetic algorithm with the XGBoost classifier. With feature selection, this compares various classification algorithms 

and visualization techniques used to forecast liver disease. Outlier detection is used to identify severe deviation values, while isolation forest is used to eliminate 

them. Accuracy, precision, recall f-measure, and time complexity are all used to evaluate performance. 
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Introduction:-  

Machine Learning techniques have become increasingly essential in the healthcare industry for disease prediction using medical databases. Machine 

learning is being used by many researchers and firms to improve medical diagnosis. Classification algorithms are commonly utilized in disease 

prediction among other machine learning approaches. For the prediction of liver illness, Logistic Regression, KNearest Neighbor, and Support Vector 

Machines are employed in this research. We all know that the liver is the body's largest internal organ, performing vital functions such as producing 

blood clotting components and proteins, triglyceride and cholesterol manufacturing, glycogen synthesis, and bile generation. In order for a loss in 

function to occur, more than 75% of the liver tissue must be impacted. 1 As a result, it's critical to diagnose the disease early on so that it can be treated 

before it becomes serious. 

 

 

Figure 1.1: Healthy and unhealthy liver [29] 

 

The quantities of proteins, liver enzymes, and bilirubin in your blood will be measured during a liver function test. These measurements can be used to 

assess your liver function and look for symptoms of inflammation or damage. 

Digestion, detoxification, protein synthesis, storage and filtration of some chemicals, and other metabolic tasks are all performed by the liver. The 

liver's malfunction could result in serious health problems. As a result, it is critical to look after our liver. Poor dietary habits, such as eating fatty foods, 

drinking alcohol, self-medicating, and leading an unhealthy/sedentary lifestyle, can harm the liver and lead to death. 

Alcohol Consumption Control:- Every day, the human liver must conduct roughly 500 activities. A substantial amount of alcohol drinking causes fat to 

build up around the liver, causing alcoholic fatty liver disease, which can be fatal. The only cure is to stop drinking alcohol or cut back as much as 

possible. 

Drink Plenty of Water: It is always helpful to drink plenty of water. It aids in the removal of toxins from the body and reduces blood thickening, 

allowing for easier filtration through the liver. 
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Regular Exercise: One of the most important aspects is to begin exercising. Obesity and overweight are linked to non-alcoholic fatty liver disease 

(NAFLD). By maintaining a healthy weight, regular exercise can help avoid liver disease. Eat a healthy diet to maintain your liver in good shape. 

Reduce your carb intake and increase your intake of nuts. Controlling calorie intake with a low carb diet helps to maintain a healthy liver. 

Reduce your intake of fizzy drinks: Many cold drinks on the market include added sugars that contribute to obesity. Reduce your consumption of these 

beverages. 

 

 

 

Figure 1.2: progressive of liver disease 

 

Prothrombin Time (PT): A prothrombin time, or PT, is a test used to determine whether or not someone is taking the proper dose of the blood thinner 

warfarin (Coumadin). It also looks for problems with blood coagulation. 

 

 
Figure 1.3 : Proposed System 

 

 

 Types of liver Disease 

Hepatitis is a liver inflammation caused by viruses such as hepatitis A, B, and C. Hepatitis can also be caused by non-infectious factors such as 

excessive drinking, medications, allergic reactions, or obesity. 

Cirrhosis: Long-term liver injury from any source can result in persistent scarring, which is known as cirrhosis. The liver is then unable to operate 

properly. 

Hepatocellular carcinoma, the most prevalent type of liver cancer, nearly often develops after cirrhosis has developed.Liver failure can be caused by a 

variety of factors, including infection, hereditary illnesses, and excessive alcohol consumption.Cirrhosis causes the liver to leak fluid into the abdomen, 

causing it to become bloated and heavy. 

Gallstones: Hepatitis and bile duct infection (cholangitis) can occur if a gallstone becomes lodged in the bile duct draining the liver. 

Hemochromatosis is a condition in which iron deposits in the liver, causing damage. The iron deposits all over the body, creating a slew of severe 

health issues. 
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Primary sclerosing cholangitis is an uncommon condition that produces inflammation and scarring in the bile ducts of the liver. Its etiology is unclear. 

Primary biliary cirrhosis is an uncommon illness in which the bile ducts in the liver are slowly destroyed by an unknown process. Cirrhosis (permanent 

scarring of the liver) occurs over time. 

 

Machine learning techniques 

Machine learning algorithms have lately been employed as a non-invasive way for staging chronic liver illnesses in order to avoid the limitations of 

biopsy. The goal of this study is to compare different machine learning algorithms for predicting advanced fibrosis by combining blood biomarkers and 

clinical data to create classification models. 

Naive Bayes classifiers are a type of simple probabilistic classifier based on applying Bayes' theorem to characteristics with strong (naive) 

independence assumptions. They are one of the most basic Bayesian network models, but when combined with kernel density estimation, they can 

achieve higher levels of accuracy. 

The number of parameters required by Naive Bayes classifiers is linear in the number of variables (features/predictors) in a learning problem. Instead of 

expensive iterative approximation, which is used for many other types of classifiers, maximum-likelihood training can be done by evaluating a closed-

form expression, which requires linear time. 

Artificial neural networks, often known as neural networks, are computational algorithms. 

They want to imitate the behavior of neuron-based biological systems. ANNs are computational models based on the central nervous systems of 

animals. 

The KNN algorithm is a simple, easy-to-implement supervised machine learning technique that can address both classification and regression issues. 

The KNN algorithm believes that objects that are similar are close together. To put it another way, related items are close together. The usefulness of 

the KNN algorithm is contingent on this assumption being correct. 

KNN combines the concept of similarity (also known as distance, proximity, or closeness) with basic arithmetic we may have learnt as children while 

calculating the distance between points on a graph. 

 

The Support Vector Machine (SVM) algorithm is a simple but powerful Supervised Machine Learning approach that may be used to create regression 

and classification models. Both linearly separable and non-linearly separable datasets can benefit from the SVM method. Even with a small amount of 

data, the support vector machine method performs admirably. 

The goal of the SVM algorithm is to find a hyperplane in an N-dimensional space that categorizes data points clearly. The hyperplane's size is 

determined by the number of features. If there are only two input characteristics, the hyperplane is just a line. When there are three input features, the 

hyperplane becomes a two-dimensional plane. In other words, given n features, the hyperplane is (n-1)- D plane. 

Conclusion 

The approaches for identifying liver illness in patients have been proposed and assessed in this paper utilizing machine learning techniques. Logistic 

deterioration and SVM are two of the most common machine learning algorithms. The prediction analysis was carried out using all of the models, and 

their performance was evaluated. The probability of liver disease prediction was achieved with a 96 percent accuracy. The current scenario can be 

compared to other strategies in the future, such as nave bayes classification, Random forest, and so on. This work might also be focused on using bio-

inspired optimization techniques to implement parametric classifications. 
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