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A B S T R A C T 

 

Resume Screening is process of determining whether a candidate is qualified for a role based his or her education, experience, and other information captured 

on their resume. It is a form of pattern matching and classification. Long Short-Term Memory (LSTM) networks are neural networks capable of learning 

long-term dependencies. Resume Screening using LSTM will take PDF file as input. Data will be extracted from the file. The data extracted will be saved in 

CSV file. The data from the csv file will then be cleaned and LSTM model will be used to make predictions. The LSTM will be trained and the saved to use 

in the web application. Applicants GitHub profile will also be retrieved. Web scraping will be used to find details of the GitHub profile. The analysis of the 

GitHub profile will affect result. User Details will be stored in the database. Data set will be cleaned and then vectorize. The vectorized dataset will then be 

used for training purpose. The model of bidirectional LSTM will be trained and weights will be saved for further use. 
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1. Introduction 

Resume screening is that the process of reviewing a resume to see if the candidate is qualified for the position. the choice of whether the candidate is 

qualified or not is predicated on education, experience, skills, and the other relevant information that will appear on the resume. Resume 

screening remains the foremost time-consuming a part of recruiting: screening resumes is estimated to require up to 23 hours for only one hire. 

When employment opening receives 250 resumes on the average and 75% to 88% of them are unqualified, it’s no wonder the bulk of talent acquisition 

leaders still find the toughest a part of recruitment is screening the proper candidates from an outsized applicant pool. 

Compounding the matter, a recent survey of talent acquisition leaders found that 56% will increase their hiring volume next year, but 66% of recruiting 

teams will either stay the identical size or shrink. In this paper, we propose a system that will help users to find multiple types of insights from cricket 
data. 

 

2. Literature Survey 

Author of [1] discusses Web application for resume screening. Use of NLP pipeline. Text Extraction is done using sections based segmentation. Semi 

supervised learning to train machine learning model. The system has some drawbacks. The web application shows results at the recruiter side in the form 

of ranking. One of the feature can be described as Resume is only matched to those job openings which they are interested in and have applied for. 

The author of [2] makes use of OCR (Optical Character Recognition) Feature Extraction of Principal Component Analysis. Decision tree classification 

algorithm is used. But the system works only on Urdu Text.  Paper [3] mentions that Conventional SVM can be optimized for text classification. The 

conventional SVM is optimized by selecting features using the entropy. The author of [4] compares three classification algorithms. Results show that 

support vector classifiers with the TF/IDF feature shows more accuracy than naive bayes and KNN. 

The author of [5] presents the web document classification based on fuzzy k-NN network, in the process of classification, TF/IDF is adopted for selecting 

features of document. The results show that classification performance is better than k-NN and SVM, but the speed of classification is bit slow than KNN. 
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3. Proposed System 

Resume Screening using LSTM will take PDF file as input. Data will be extracted from the file. Thedata extracted will be saved in CSV file. The data 

from the csv file will then be cleaned and LSTM model will be used to make predictions. The LSTM will be trained and the saved to use in the web 

application. Applicants GitHub profile will also be retrieved. Web scraping will be used to find details of the GitHub profile. The analysis of the GitHub 

profile will affect result. User Details will be stored in the database. Data set will be cleaned and then vectorize. The vectorized dataset will then be used 

for training purpose. 

The model of bidirectional LSTM will be trained and weights will be saved for further use. The system will be implemented using VScode and Django 

framework. Python Programming language will be used for implementation. The system architecture of proposed system is shown in Fig-1.In proposed 

system there are two types of users. 

 

 
Fig - 1: System Architecture 

  

The process of model training is shown in Fig-2 below. The data from dataset will first be cleaned. then it will be tokenize to be used for training purpose. 

The data will be used for training. A Bidirectional LSTM model will be trained. The weights of model will be saved. The saved weights will then be used 

for Prediction.  

 

 
Fig - 2: Model Training 

Conclusions 

The Resume Screening application can provide beneficial to recruiters to find best candidate in minimum time. It will make screening less time consuming 

giving best profile. The proposed system can add a feature that will help recruiters Software candidate to check previous work of the applicant. The 

application can be helpful to the IT industry as it consider the GitHub profile. 
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