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A B S T R A C T 

Communication is very essential for each and every individual person, because it allows us to express our feelings, sentiments, and 

ideas etc. Humans can communicate with one another through a variety of means, including natural language, body language, and 

even writing. People who do not have any disabilities, such as hearing or speaking impairments, can use all of the foregoing modes 

of communication to communicate with other normal people. Natural language, which includes words, sentences, and so on, is the 

most often utilized type of communication by normal people. On the other hand, People with disabilities use Sign Language to 

communicate with others. Deaf and dumb people comprehend sign language easily and quickly, but it is difficult for them to 

communicate with normal people who do not understand sign language. Deaf and dumb persons are unable to effectively convey 

their feelings and thoughts to other normal people due to hearing and speaking issues, which is a serious problem all over the 

world. To address this issue, numerous systems were developed that interpret sign language (Hand movements, facial expression 

etc.), recognize signs (Hand Gestures), and display the relevant text on the system, allowing normal people to understand the 

language of the deaf and dumb. The fundamental purpose of this survey paper is to read all of the methods that were used in 

various systems and to identify the most efficient method that can be adopted in future research work. 
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1. Introduction 

The WHO (World Health Organization) conducted survey/research in the year 2021 and discovered that approximately 5-10% of the 

world's population suffers from hearing and speaking impairments. India is the world's second-largest country, with around 63 million 

people suffering from deafness or dumbness. These people interact with normal people in a variety of methods, including writing, text 

messaging, sign language, and so on. However, Sign language is widely considered as one of the most prevalent ways for people who are 

deaf or hard of hearing to communicate with others.  

Sign/Gesture language is a nonverbal communication method which replaces spoken words with hand gestures and movements, body 

language, and facial expressions (oral communication) [10]. Most of the people communicate using both words and signs, but Deaf and 

Dumb persons only use signs to convey their emotions and sentiments. In today's modern world, there are numerous types of sign 

languages available such as ASL (American Sign Language), BSL (British Sign Language), ISL (Indian Sign Language), and so on. 

People in today's modern world utilize/use their regional sign language to communicate and convey feelings so that others can readily 

comprehend. A sign language is made up of three key components [3]: 
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Finger-Spelling is one of the most important or significant aspects, which implies that there is a symbol for each and every letter of the 

alphabet. This style of communication is primarily used to spell names and, on occasion, geographical/location names. This is sometimes 

used to convey words/terms that do not have any particular signs, or to emphasize or explain a certain term/word. 

The other/second element is word-based sign vocabulary, which is one of the most often utilized forms of communication among 

individuals with disabilities. It indicates that in sign language, there is a matching related sign for each word in the vocabulary. 

Non-manual elements are the next and the last important aspect of any sign communication. This communication style makes use of 

facial expressions, lips, body posture, as well as the tongue, among other things. 

Two strategies to sign language recognition are possible: vision-based and glove-based. In glove-based technique gloves are worn which 

consist of sensors. The major disadvantages of these glove-based techniques are, data gloves are relatively costly and these gloves need 

to be worn continuously which is very difficult hence the modern systems use vision-based approach. It is again divided into two various 

types such as static approach and dynamic approach. Below figure shows the two types of techniques to language recognition. 

   

   (a)        (b) 

Fig. 1 -- Sign Language Recognition Techniques, [a] Glove Based Approach [b] Vision Based Approach 

The existing systems are helping society by supporting physically impaired people because it facilitates daily interaction between deaf 

individuals and the others by integrating multiple sign languages, words, characters and numbers etc. 

2. Literature Review 

2.1 Real-Time Sign Language Recognition: 

The author of this research paper suggested/proposed an automated approach for identifying sign language that uses PCA (Principal 

Component Analysis) and one-vs.-all SVM (Support Vector Machines) classification. For detecting skin sections color information is 

used, hand segmentation is accomplished using morphological operations and filters, and feature extraction in hand regions is achieved 

using PCA, and classification is done with SVM. The system was tuned to function with the five vowels, resulting in a testing accuracy 

of more than 80% and a frame execution time of 59 milliseconds. This system gives a wide perspective of real-time sign language, which 

is beneficial to people who are visually handicapped. 

2.2 Real-Time Recognition of Indian Sign Language: 

Sign languages are made up of hand signals and face emotions. To recognise those signs, OpenCV's skin segmentation technique is 

utilized/used to detect and track the Regions of Interest (ROI). To train and predict hand gestures, the Fuzzy c-means Clustering which is 

a machine learning technique is used. Recognizing gestures/signs has been used in many applications, including sign-controlled 

automation, game control, automated houses, HCI (Human-Computer Interaction), and sign language interpretation, among others. The 

FCM beats traditional clustering algorithms in terms of efficiency and dependability in many circumstances. 

2.3 Conversion of Sign Language into Text: 

This research describes two approaches to the recognition of hand gesture/sign: glove/sensor-based and vision-based.  A glove-based 

approach cannot be extensively adopted since data gloves are somewhat expensive. The suggested system employs a vision-based non-
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invasive recognition approach. Vision-based recognition can be accomplished using either static or dynamic recognition. This paper 

demonstrates the use of MATLAB to recognise 26 hand movements in Indian sign language. In this system it includes four modules: pre-

processing and hand segmentation, extraction of features, signs identification, and signs to text. Image processing is used to segregate 

hand motions. Eigenvalues and Eigenvectors are gathered and employed in recognition. To recognize gestures, the LDA (Linear 

Discriminant Analysis) method was utilized, and the discovered motions were transformed into text and audio format. 

2.4 Sign Language Translation: 

Sign gestures are captured using the Python OpenCV package through the system’s inbuilt camera. The dataset for different signs has 

been gathered. For each sign, approximately 3000 photos are captured. To analyse and classify visual images, a convolutional neural 

network is used. CNNs are multilayer perceptron variants that have been regularized. This consists of Convolutional, pooling, flattening, 

and fully linked layers, as well as activation functions. 

2.5Sign Language Recognition for Deaf and Mute: 

This system is developed and implemented in such a way that hand movements are identified by recognising and tracking hand gestures 

with OpenCV's skin segmentation feature. The image frames are changed to maintain uniformity across all films, and OpenCV is used to 

extract features. The CNN (Convolution Neural Network) technology is used for video classified hand movements and for hand signs 

training and prediction. In many cases, the CNN outperforms conventional clustering methods in terms of efficiency and dependability. 

The recognised motions/gestures are matched to the trained models, and the words that correspond to them are predicted. Dual 

communication has been accomplished in this suggested system, and sensors are not necessary. 

2.6 Translation of sign language for Deaf and Dumb people: 

The proposed system depicts a kind of supervised machine learning known as Support Vector Machines. This system's primary purpose 

is to evaluate and transform sign language into text & audio. In this they used k-mean clustering on input images, the methods used in 

this system are segmentation of the hand region from image by removing background of image, feature extraction of hand region and 

classification of image by comparing with other dataset images to get the text for related signs. Deaf people's real-time visuals are 

captured and supplied into the pre-processor. After that, Otsu’s algorithm is used to complete the feature extraction process. Following 

feature extraction, the dataset picture is differentiated with the segmented image, and the relevant result is displayed. SVM is used to 

classify gestures. Following classification, the relevant sign's text is created, and the voice is generated from text using the MATLAB 

function. 

2.7 Object detection in sports: TensorFlow Object Detection API case study: 

Object detection is a broad term that refers to computer vision algorithms for locating and categorizing items. Object detection 

techniques can be used on both static and dynamic images. In sports, computer vision techniques are already widely used. In this work, 

the TensorFlow Object Detection API was used to identify football players. The SSD concept with Mobile net was used within the API. 

In this own data has been taken as the dataset from the football matches. This dataset consists of the images captured from video of the 

match. It was used to train and evaluate the pretrained model. 

The Single Shot Multi box Detector (SSD) is different from R-CNN-based techniques in that it does not require a second stage of 

classification operation. This technique is used for faster approach of real-time detection applications. It is important to note that "SSD 

with Mobile Net" is a model with a combination of SSD and Mobile Net. The SSD is used for meta-architecture and Mobile Net for the 

feature extraction. 

The TensorFlow Object Detection API is an "open-source framework built on top of TensorFlow" that intends to make "constructing, 

training, and deploying object detection models" simple. The TensorFlow Object Detection API accomplishes this by providing the large 

amount of pre-trained object detection models as well as instructions to the user. 

3. Comparison of Different Methods 

In sign language recognition the main requirement is dataset for the system. American and British sign language datasets are accessible 

on internet but Arabic and Indian sign languages are not available on the internet. Because the data was not available online, all of the 

writers who worked on it created a manual dataset. The data augmentation is done on small datasets to generate image variation, which 

gradually grows the dataset and improves classification. 

There are several processes in a sign language recognition system. The dataset must first be pre-processed. Resizing the image and 

converting it to grayscale are the first two stages in pre-processing. Pre-processing in another way comprises utilizing colour information 

to locate skin areas, morphological processes, and median filters to find hand segmentation. In an alternative way, the high-intensity 
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noises from the video frames are removed during pre-processing. Smoothing or blurring is the first and most important stage in pre-

processing, and the most common purpose of blurring is to minimize noise. A convolution process with a low-pass box filter is used to 

create the blurred picture. The pre-processing procedure includes image capture, segmentation, and morphological filtering. 

The next phase is extracting the features. This feature extraction is used to increase and maintain the classifier's accuracy while also 

reducing its complexity. With the use of contours, features may be retrieved.In other methods for extracting features, it includes 

Eigenvalues and Eigenvectors, as well as linear discriminant analysis. LDA is a dimensionality reduction technique that identifies a 

linear combination of characteristics that classifies two or more object or event classes. For categorization, the extracted characteristics 

are put into a neural network. Another approach is to crop the hand region and eliminate the backdrop using the binary picture of the 

hand. The original image is then multiplied by the cropped image of the hand. 

The weight updating in old traditional technique of neural networks is very difficult because of more amount of the neurons. so, we use 

the convolutional neural network to overcome the drawback by reducing the input pixel values. When compared to conventional 

classifiers like KNN and SVM, CNN provides better accuracy. The Inception model is a CNN variant. In this CNN convolutional layer, 

pooling layer and SoftMax layer are arranged parallel to each other. Instead of one above another, which saves time and money in terms 

of processing and calculation. Longer temporal dependencies are supported by LSTM, which addresses the removing gradient problem of 

RNN and provides improved results on lengthy sequences of data. 

Table. 1 -- Literature Review 

S. No Paper Name Algorithm/ Method Year Accuracy 

1. Real-Time Sign Language 

Recognition 

PCA (Principal Component 

Analysis) and one-vs.- all SVM 

classification 

2020  above 80%   & execution 

time of 59 msec per frame.  

2. Real-Time Recognition of Indian 

Sign Language 

Fuzzy c-means Clustering (FCM) 

algorithm 

2019  75 %  

3. Conversion of Sign Language 

into Text 

Linear Discriminant Analysis 

(LDA) algorithm 

2018 79% 

4. Sign Language Translation CNN (Convolutional Neural 

Network) algorithm 

2020 92% 

5. Sign Language Recognition for 

Deaf and Mute 

Convolutional Neural Network 2021 97% 

6. Translation of Sign Language for 

Deaf and Dumb people 

SVM (support Vector Machine) 2020 95% 

7. Object Detection in sports TensorFlow Object Detection API 

Mobile Net SSD 

2020 94% 

 

Gradient depression occurs when the depth of the network increases. A residual neural network is used to solve this gradient depression. 

It is possible to find the least possible path for the image, which we have given as the input by comparing it with the images in the dataset 

and this reflects the identified class. Class identification is done by the degree of belonging to the cluster centres, fuzzy c-means (FCM) 

classify the input value to the accurate class. As compared to other clustering methods FCM is more accurate and trustworthy but it takes 

longer to compute. 

4. Conclusion 

A survey on sign language translation and recognition is presented in this paper, as well as several strategies for the same have been 

studied and analyzed. According to table 1, there are numerous techniques present in modern environment to identify sign 

language.Among all of the research works examined in this paper and table, one aspect that stood out was the quantity and quality of the 

data set utilized to train the model. It has been demonstrated that as the dataset size increases, the person achieves more accuracy. The 

quality of the data set is another factor that has a large impact on the model's accuracy, if there is a dataset created by a webcam, a data 

set with a better resolution the accuracy of the model will increase. The majority of the studies examined are built on CNN and some 

other methods such as SVM (Support Vector Machines), Region-Based CNN (r-CNN), Matlab with LDA and KNN (K-nearest 
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Neighbors) etc. In the recognition process, segmentation is important because it divides the skin region from the background of the 

image, this improves accuracy of the system. Apart from segmentation & classification relies on feature extraction techniques to reduce 

dimensionality and reduce computational cost. Deep neural networks and TensorFlow Object Detection outperforms classical classifiers 

such as KNN and SVM in a study of several classification techniques. 
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