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ABSTRACT 

This paper proposes a framework of sign language to emotional speech conversion based on deep learning to solve communication disorders 

between people with language barriers and healthy people. We firstly trained a gesture recognition model and a facial expression recognition 

model by a deep convolutional generative adversarial network (DCGAN). Then we trained an emotional speech acoustic model with a hybr-

id long short-term memory (LSTM). The converted emotional speech not only has high quality but also can accurately express the facial 

expression. In our country around 2.78% of peoples are not able to speak (dumb). Their communications with others are only using the 

motion of their hands and expressions. We proposed a new technique called artificial speaking mouth for dumb people. The microcontroller 

matches the touch with the database and produces the text data. The smart-phone application is used to convert the text data into voice data. 

The output of the system is using the smart android app. By properly updating the database the dumb will speak like a normal person using 

the artificial mouth. The system also includes a text to speech conversion (TTSC) block that interprets the matched gestures. For every touch 

of the sensors transmitted the serial data to the microcontroller. The microcontroller matches the touch with the database and produces the 

text data. The text data of the controller output is transmitted to smart-phone through BLUETOOTH module. The smart-phone application is 

used to convert the text data into voice data. 

1. INTRODUCTION 

    Because speech communication is direct, fast, and convenient, it plays an essential role in human-computer interaction and human life 

nowadays. Unfortunately, in China, many people cannot produce voice due to language barriers. The communication between people with 

language barriers and other people is mainly completed by sign language. However, most healthy people do not understand sign language, 

which not only hinders the healthy life and development of people with language barriers but also brings certain pressure to society. There-

fore, it is crucial for the life of people with language barriers to converting sign language into the corresponding speech [1] to ease their 

communication with healthy people. 

    In recent years, gesture recognition and facial expression recognition have achieved excellent results with the development of machine 

learning technology and big data technology [2][3]. The neural network-based methods have become the mainstream of gesture recognition 

and facial expression recognition because of their strong classification characteristics and anti-interference ability [4][5]. At the same time, 

the computer can also synthesize high-quality speech from the given text. In particular, a deep learning-based statistical parametric speech 

synthesis method is widely used in emotional speech synthesis. Thanks to its ability to learn the relationship between language features and 

acoustic features, deep learning-based methods can significantly improve the naturalness of the synthesized emotional speech when the 

number of model parameters is similar [6][7]. However, the current work mainly focuses on gesture recognition, facial expression recogni-

tion, and emotional speech synthesis, respectively. This situation not only ignores the critical role of speech information and facial expres-

sion information, but the single gesture also cannot accurately convey the emotional color of the content expressed by the people with lan-

guage barriers. Therefore, this paper uses a deep learning based method to realize sign language to emotional speech conversion to provide 

convenience for the learning and life of the people with language barriers and to promote the development of human-computer interaction. 

2. RELATED WORKS 

A) DEEP CONVOLUTIONAL GENERATIVE ADVERSARIAL NETWORK 

      Just as the name suggests, Generative Adversarial Network (GAN) is a generative model based on the adversarial method, which can 

learn the distribution of real data and generate new datasets with high similarity [8]. The basic GAN consists of a generator (G) and a dis-

criminator (D). The function of G is to generate samples as similar as real samples while the D distinguishes the generated fake samples 

from real samples. G gets the random noise z as input and maps it to G(z), x is a real sample which satisfies x ∼P(x), x and G(z) are input 

into D together, and D judges x as true and G(z) as false as far as possible. Generator and discriminator strive to improve their generating 

ability and discriminating ability through this process and finally achieve the Nash equilibrium between generator and discriminator. The 

basic GAN model can be optimized through the following equation: 
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      Alec Radford proposed the Deep Convolutional Generative Adversarial Network (DCGAN) [9] by introducing a convolution network 

into GAN structure to improve the effect of GAN, which has the following characteristics: 

The generator model uses four fractionally stridden con-volution to realize the generation process from noise to image, and the discriminator 

model uses stridden convolutions to replace the pooling layer [10]. 

The generator and discriminator use batch normalization to solve the problem of initialization error while maintaining this gradient and 

propagating to each layer. 

The convolution layer is used to connect the output layer of the generator and the input layer of the discriminator. 

The generator uses the rectified linear unit (ReLU) ac-tivation function for all layers except the output layer which uses the activation func-

tion, and all layers of the discriminator use the leaky rectified linear unit activation function [11]. 

B) LSTM 

      The recurrent neural network (RNN) structure has the vanishing gradient problem to model long-term dependencies. The most effective 

way to solve the vanishing gradient problem is to use the RNN variant LSTM. Gates and memory cells are added to the LSTM structure. 

This structure allows information to be retained across many time steps. Therefore, LSTM can effectively capture long-term dependencies 

[12]. In mathematics, the neurons complete the storage and update of the information in the network through the following mathematical 

recursion about time t. 

it = σ(Wxixt + Whiht−1 + Wcict−1 + bi) (2) 

ft = σ(Wxfxt + Whfht−1 + Wcfct−1 + bf) (3) 

ot = σ(Wxoxt + Whoht−1 + Wcoct−1 + bo) (4) 

ct = ft · ct−1 + it · tanh(Wxcxt + Whcht−1 + bc) (5) 

ht = ot · tanh(ct) (6) 

Where it, ft, ot represents the input gate, forgetting gate and output gate respectively. ct represent memory cell. σ is the sigmoid activation 

function, W represents the weight matrix connecting different gates, xis an input vector, ht is an hidden state vector. tanh(.) is the hyperbolic 

tangent function, and b is the corresponding bias vector. 

3. FRAMEWORK OF SIGN LANGUAGE TOEMOTIONAL SPEECH CONVERSION 

      The proposed framework of sign language to emotional speech conversion includes a gesture recognition model, a facial expression 

recognition model, and an emotional speech synthesis model, as shown in Figure 1. In the recognition stage, we transform gestures and 

facial expressions into corresponding text and emotion labels, respectively. In the emotional speech synthesis stage, we input the context-

dependent information corresponding to gesture semantics and emotional labels corresponding to facial expressions into the trained emo-

tional speech synthesis model to generate emotional speech. 

A) GESTURE RECOGNITION AND FACIAL EXPRESSION RECOGNITION 

      The gesture recognition and facial expression recognition are modified based on the network structure of conditional DCGAN proposed 

by Tang [13]. Firstly, the gesture images and facial expression images are converted into gray images to eliminate the influence of color. All 

gesture images and facial expression images are resized to 64∗64 and normalized for reducing the neural network’s training time. Then, we 

connect 100-dimensional noise and image labels data to the input generator and obtain 64 ∗ 64 ∗ 1 image samples through convolution oper-

ation and 

Figure 1: The framework of sign language to emotional speech conversion. 



  

 

 

International Journal of Research Publication and Reviews, Vol 3, no 3, pp 1624-1629, March 2022                                  1626 

 

Pooling operation. The image samples generated by the generator are input into the discriminator together with the real data. We get the 

optimal weights of each layer of the generator and discriminator through multiple pre-training. Finally, we fine-tune the discriminator para-

meters as the recognition model for gesture recognition and facial expression recognition to obtain the expression.  

B) EMOTIONAL SPEECH SYNTHESIS 

      Emotional speech synthesis is divided into the training stage and the synthesis stage. In the training stage, we extracted the fundamental 

frequency (F0), the generalized Mel-generalized Cepstral (MGC) coefficient, and the band a periodical (BAP) coefficients from each emo-

tional speech in a multi-speaker emotional corpus. We trained a prosodic model for each emotion by obtaining prosodic labels for the text 

through text normalization, grammatical analysis, and prosodic analysis. Furthermore, context-dependent labels of different emotional sen-

tences are obtained. We then used context-dependent labels information to train the average voice model (AVM) for different emotional 

speech. Next, a speaker-dependent target emotional acoustic model is re-trained using a small target emotional speaker corpus based on the 

speaker-independent AVM. We first used the emotion labels obtained from facial expression recognition to select the corresponding emo-

tion prosodic model and the speaker-dependent emotional acoustic model in the speech synthesis stage. The input text from gesture recogni-

tion is labeled by the corresponding emotional prosodic model to generate the context-dependent labels. The context dependent labels are 

then fed into the speaker-dependent emotional acoustic model to generate the acoustic parameters. Finally, the WORLD vocoder is used to 

generate the emotional speech waveform from the acoustic parameters. 

4. EXPERIMENTAL DATA 

A) GESTURE DATA 

      Ten students were invited to record 30 different gestures, and each gesture was recorded 20 times. All the collected gesture images are 

saved in JPG format with the file name corresponding to the gesture. In the experiment, 5000 gesture images were randomly selected as the 

training set and the rest of the data as the testing set. 

B) FACIAL EXPRESSION DATA 

      We use the CK+ [14] and Jaffe [15] expression database as the facial expression database. We extracted 800 facial expressions including 

happiness, sadness, surprise and neutral. At the same time, we enhance all the data by rotation to obtain more 3200 facial expression data. 

We randomly select 80% of the data on each facial expression for the training, and the remaining images are used for testing.  

C) EMOTIONAL SPEECH DATA 

      Firstly, we designed a text corpus selected from the daily conversation in Mandarin for four emotions in which each emotion has 2000 

sentences. Then, we collect each emotion’s corresponding video to create a specific scene to stimulate the speaker’s emotion for emotional 

speech recording. We invited ten female Mandarin speakers to record according to the designed text corpus, and each speaker recorded 200 

utterances of each emotional speech. In the experiment, all speech data are sampled at 16 KHz, quantized at 16 bits, stored in mono WAV 

format. 7000 utterances are used for model training, and the rest is used for model testing. 

5. EXPERIMENTS SET-UP AND EXPERIMENTSRESULTS 

A) EXPERIMENTS SET-UP 

      The generator network consists of two fully connected layers, one dropout layer, and eight deconvolutional layers. The dropout layer is 

between two fully connected layers, and the dropout rate is 0.05. The ReLU activation function was applied in each layer, except for the last 

layer. The last layer using a linear activation function. The structure of discriminator and classifier is similar. The classifier consists of 12 

deep neural layers, in which the first nine layers are convolutional layers, and the last three layers are fully connected layers. The classifier 

uses Leaky ReLU as the activation function in each layer, except the output layer. The output layer using a sigmoid activation function. 

Each layer of generator and classifier uses batch normalization to batch normalizes the input of the hidden layer. Adam is used to optimizing 

the loss function. The learning rate is 0.0002. 

      In the experiment of emotional speech synthesis, the hybrid LSTM-based framework consists of a single LSTM layer with 256 memory 

blocks and four hidden DNN layers with 512 units. The LSTM hidden layer follows the last hidden layer of DNN. We use the back propaga-

tion through time algorithm to initialize the model parameters and optimize them. We use the mini-batch stochastic gradient descent algo-

rithm to train the emotional speech acoustic model, and the mini-batch size is 256. The ReLU activation function was applied in each layer, 

except for the output layer. The output layer uses a linear activation function with mean square error (MSE) as the loss function. If the vali-

dation MSE did not improve within ten epochs, the training stopped. The learning rate was 0.004 for the first 20 epochs and then halved for 

the remaining epochs. 

Table 1: Gesture recognition results under different methods. 

Methods Recognition rate (%) 

DNN 90.57 

CNN 92.82 

Our method 93.96 
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Table 2: Confusion matrix for the mixed dataset (%). 

 Happiness Sadness Surprise Neutral 

Happiness 96.85 0.30 1.28 0.91 

Sadness 1.37 95.27 0.84 2.52 

Surprise 1.26 0.50 97.39 0.85 

Neutral 1.73 0.83 1.39 96.05 

B) EXPERIMENTS RESULTS 

a) Gesture recognition and facial expression recognition: We use different experiments to evaluate the proposed method’s effect 

on gesture recognition and facial expression recognition. In gesture recognition, the proposed method is compared with the 

DNN-based and CNN-based methods. The results of gesture recognition under different methods are shown in Table 1. We can 

see that because the DCGAN method is better able to extract gesture features, it is more suitable for gesture classification than 

the DNN-based method and CNN-based method.  

In the facial expression recognition experiment, we randomly selected 20 expressions from the test set for testing, and calculate 

the confusion matrix of recognition corresponding to each expression, as shown in Table 2. Also, four facial expressions are rec-

ognized on CK+ database and compared the recognition results with other methods using the same database, as shown in Table 3 

b) Emotional speech synthesis: To evaluate the quality of the synthesized emotional speech, we use the emotional corpus of 9 fe-

male speakers to train the average voice model and the emotional corpus of 1 female speaker to speaker adaptation. Each emo-

tion uses 800 emotion speech to train the average voice model, and 200 emotion speech to train the target speaker adaptation, of 

which 160 are used as the training set, and 40 are used as the testing set. 

Objective evaluations: In the objective evaluation, we evaluate the quality of the synthesized emotional speech by calculating the distor-

tions between the original speeches’ acoustic parameters and the synthesized speeches’ acoustic parameters. The evaluated acoustic parame-

ters include RMSE of F0, MCD, BAPD and V/UV. The objective evaluation results are shown in Table 4.  

Subjective evaluations: We invited 30 native Mandarin subjects to randomly select 20 sentences from the test set for subjective evaluation. 

We use the emotional mean opinion score (EMOS) test, and degradation mean opinion score (EDMOS) test to evaluate the quality of syn-

thesized emotional speech. In the EMOS test, subjects were asked to use a 5-point scale score to rate the synthesized emotional speech’s 

naturalness. A 5-point indicates that synthesized emotional speech’s naturalness is perfect, while 1-point indicates that the naturalness of 

synthesized emotional speech is very poor. The EMOS of the synthesized emotional speech is shown in Figure 2.  

Table 3: The recognition rate (%) of different methods on CK+. 

Methods Recognition rate (%) 

CNN[16] 95.94 

LeNet-5[17] 82.62 

GCNET[18] 97.93 

WGAN[19] 96.00 

Our method 96.01 

Table 4: Objective evaluation results of synthesized emotional speech. 

Type MCD 

(dB) 

BAP 

(dB) 

F0 

RMSE(Hz) 

V/UV 

(%) 

Happiness 6.754 0.197 23.791 8.001 

Sadness 6.992 0.209 25.376 8.227 

Surprise 7.261 0.189 25.187 8.971 

Neutral 6.857 0.209 26.783 8.201 

      In the EDMOS test, the synthesized emotional speech and their corresponding original recording formed a speech file pair. We randomly 

played each pair of speech files to the subjects according to the original recording order before the synthesized emotional speech. We asked 

the subjects to compare these two speeches carefully and evaluate the degree of similarity between the synthesized emotional speech and the 

original recording within a 5-point scale score. A 1-point indicates that the synthesized emotional speech is quite different from the original 

recording, while 5-point indicates that the synthesized emotional speech is very close to the original recording. The EDMOS of emotional 

speech is shown in Figure 3. 
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c) Evaluation of sign language to emotional speech conversion:  Based on the predefined gestures and facial emotions, this paper 

designs emotional speech corresponding to 60 words and sentences. Then, the emotional speech was played to 20 Mandarin r e-

viewers. The evaluators are asked to listen carefully to the synthesized emotional speech, and select the corresponding text and 

emotion from the four options A, B, C, and D according to the emotional speech heard. Finally, the evaluation results are com-

pared with the standard answer to calculate the correct rate of sign language to emotional speech conversion. The evaluation re-

sults are shown in Table 5. We can see from Table 5 that the correct conversion rate of sentences is higher than the words. B e-

cause we evaluate the emotional speech, it is hard to judge the speaker’s emotion from a single word. The sentence can express 

complete emotion so that we can easily judge the speaker’s emotion from the speech. 

Table 5: Evaluation results of sign language to emotional speech conversion. 

Type of evaluation Words Sentences 

Correct rate (%) 76.82 93.91 

Figure 2: The average EMOS score of synthesized emotional speech under 95% confidence intervals.  

 

Figure 3: The average EDMOS score of synthesized emotional speech under 95% confidence intervals. 

6. CONCLUSION 

      This paper furthers our previous work to realize a deep learning based sign language to emotional speech conversion. The gesture recog-

nition and facial expression recognition are realized by using the DCGAN. We also adopted the hybrid LSTM to improve the speech quality 

of the synthesized emotional speech. Finally, we combine these two networks to achieve the conversion from sign language to emotional 

speech. Experimental results show that the proposed recognition framework achieves good recognition in gesture recognition and facial 

expression recognition. The objective and subjective evaluation demonstrated that synthesized emotional speech has high quality. Besides, 

the conversion of sign language to emotional speech not only has high accuracy but also can accurately convey the facial expression. There-

fore, our research can improve people’s quality of life with language barriers and promote the development of people with language barriers. 

Future work focuses on studying the dynamic sign language to emotional speech conversion to improve the real-time performance and ex-

pressiveness of sign language to emotional speech conversion. 
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