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ABSTRACT -

Project: The goal is to build a traffic light system that changes based on how many people are in the area. When there is a lot of traffic at an intersection, the signal
time automatically changes. Many major cities around the world have a lot of traffic, which makes it hard to get to work everyday. Traditional traffic signal
systems are based on the idea that each side of the intersection has a set amount of time. They can't be changed to account for more traffic. People can'tchange the times
of the intersections that have been set up for them. There may be more traffic on one intersection, which could make it more difficult for the typical green period to
end.After processing and translating the traffic signal object detection into a simulator, a threshold isset and a contour isdrawn many cars are in the area. After we
many cars there are, we can figure out which side has the most cars based onthe signals sent to each side.
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INTRODUCTION

Traffic control and management are essential issues in a number of regions, particularly those with expandingpopulations and large cities. Traffic lights
utilize time division multiplexing to alleviate congestion at intersections. In various countries, fixed-cycle controllersare employed at all signalized
intersections. The sole disadvantage of using a traffic light is

the delay in reaching your destination (stop time or waiting time). Thedelay at an intersection is a performance indicator of a traffic signal controller's
efficiency. The phases, sequence,and timing of traffic signals all contribute to the efficiency of traffic movement across an intersection. The adaptive signal
controller is in charge phases, sequence, and timing. When it comes to reducing traffic congestion, thetiming and sequence of traffic signals must be
optimized.Traffic signal time management is tough and blind due to is to develop a real-time adaptive controller capable of optimizing the timing and
sequence of traffic signals.

The traditional fixed-time controller and the real-time adaptive controller are the two types of traffic light controllers. A predefined cycle time is used
by the fixed-time controller, which is based on prior knowledge of traffic flow. The cycle time is the time it takes to complete one complete rotation,
including all green intervals as well as change and clearance intervals. Fixed time control hasthe advantage of being simple, but the disadvantage is
thatit does not adjust to changing traffic conditions. Sensor input is used by adaptive controllers to activate a change incycle time and/or phase
sequence. Electronic sensorsimplanted in the pavement or pictures, like in [1,] are usedto measure vehicle flow and wait length. [2] proposes a fuzzy
controller for controlling traffic light timings and phase sequence dynamically based on traffic density anddelay on each approach to a single
intersection.

Two if-rules-based functions are used to choose the next phase and whether or not the current phase's green period should be kept going longer. The
simulation fuzzy fixed controller when there is a lot of traffic. Fuzzy logiccontrollers and fixed time controllers are very different. [3] shows the
difference between the two controllers. The fuzzy logic controller is better at simulations than the othercontrollers. [4] uses Mat lab, Simulink, and
Sims Events tomake and test a more accurate discrete event simulation model for traffic light regulation at a single intersection. An M/M/1 queue is
used for each junction stream. An exponential distribution is used to describe how long it takes for cars to show up. Traffic light signal control is judged
by how many cars are in each stream and how longthey have to wait. Each traffic signal's red/green light timeis determined by an adaptive time control
technique that was developed in [5]. [6] shows a simulation of a fuzzy traffic controller that manages traffic flow at a signalizedintersection with many
lanes of traffic.
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PROBLEM STATEMENT

Road signs are necessary to guarantee a smooth trafficflow free of roadblocks and catastrophes. Road symbolsare pictorial representations of various
pieces of information that must be understood by the driver. Drivers dismiss road signs next to their vehicles, whichcan lead to serious accidents. To
develop technology that not only tries to promote road safety but also assists drivers on unfamiliar or difficult roads. To develop a system that will use a
built-in camera to take real-time photos of traffic signs, identify the meaning ofthe symbol, and inform the driver through use of voicecommand.

LITERATURE SURVEY

Xiaoyuan Liang, Xusheng Du,” Deep Reinforcement Learning for Traffic Light Control in Vehicular Networks”[1] The purpose of this research is
to determine how long traffic lights stay on using data from sensors and automobile networks. We'll teach you how to improve traffic signals using
deep reinforcement learning. The model's representation of the current traffic condition is determined by gathering data and dividing the intersectioninto
multiple grids. These are the many-step Markov decision process alterations in the timing of a traffic signal. You'll receive the time difference
between two cycles as a reward. A convolutional neural network is used to connect states to reward points when solving a model.Workplace
performance can be improved by the use of many components of the model proposed here. These include the duelling and target networks mentioned
above as well as the Q learning network and the prioritised experience replay. Our approach is put to the test road network using SUMO, a Our model's
simulation results suggest that it can be tweaked.

Lisheng jinl, mei chen 1, yuying jiang2, and haipeng xial,” Multi-Traffic Scene Perception Based on Supervised Learning.’’[2] The current vision
driver aid technologies in this system are designed to work in pleasant weather. To make vision improvement algorithmsmore efficient, classification is
a way for identifying the type of optical features. A multi-class weather system was developed to improve machine vision in bad weather
circumstances. Multiple meteorological features and supervised learning are used to offer a classification approach. The feature was expressed as an
eight- dimensional feature matrix after the underlying visual features were retrieved from multi-traffic scene photos. Second, classi fiers are trained
using five supervisedlearning methods. The results reveal that extracted features may effectively characterise image semantics, and the classifiers have a
high rate of recognition accuracy and adaptability. The proposed method lays the groundwork for improving anterior vehicle identification during
nighttime illumination shifts, as well as expanding the driver's range of vision.

Caixia Zheng, Fan Zhang,1 Huirong Hou, Chao Bi, Ming Zhang, and Baoxue Zhang,” Active Discriminative Dictionary Learning for Weather
Recognition”[3] This study introduces a fresh paradigm for classifying differenttypes of weather. In comparison to other algorithms, the suggested
technique benefits from the following: To begin, our method extracts visual information about the sky region and physical characteristics about the
nonskid region from photographs. As a result, the retrieved characteristics are more comprehensive than thoserecovered by certain previous approaches
that focus exclusively on sky region traits. Second, unlike earlier tactics that relied on traditional classifiers (e.g., SVM andK-NN), we employ
discriminative dictionary learning asthe classification model for weather, which mayovercomeprevious work's restrictions. Additionally, active learningis
used in dictionary learning to eliminate the need for a large number of labelled examples to train the classification model for accurate weather
recognition. Twodatasetsare used to conduct experiments and comparisonsto determine the efficacy of the suggested technique.

Hamid Reza Riahi Bakhtiari, Abolfazl Abdollahi, Hani Rezaeian” Semi-automatic road extraction from digital images”[4] The purpose of this article is
to describe a semi-automated method for extracting various types of roadways from high-resolution remote sensing images. The process makes use of
edge detection, SVM, and a mathematical morphology method. The Canny operator is employed for the first time to recognise the road's outline.
Following that, the Full Lambda Schedule method is used to connect adjacent segments. The entire image was then categorised as a road image using a
Support Vector Machine (SVM) and a variety of spatial, spectral, and textural attributes. Finally, additional photographic operators are hired to enhance
the quality of discovered highways. The method was carefully validated using a range of satellite images, including Worldview, QuickBird, and
UltraCam airborne images. The accuracyevaluation findings indicate that the suggested road extraction approach is capable of accurately extracting a
variety of road types.

AndrewJ. Davison, lan D. Reid, Member, IEEE, Nicholas

D. Molton, and Olivier Stasse.” MonoSLAM: Real-Time Single Camera SLAM”[5] We show how to 3D path of a monocular camera as it moves
quickly through We've made it possible for the first time to apply the SLAM method to the "pure vision" domain of a single uncontrolled camera, giving
it real-time but drift-free performance that wasn't previously possible with Structurefrom Motion approaches. The most important the creationof a map of
natural landmarksthat is both small and long- lasting. Some of our most important new ideas are an active method for mapping and measuring, the use of
a general motion model for smooth camera movement, and methods for monocular feature initialization and orientation estimation. In the end, this
leads to a very efficient and reliable algorithm that can run at 30 frames per second on a standard PC that has been equipped withthe right hardware
for taking pictures. This study notonlyexpands robots that can use SLAM, but it also opens up new research areas. In this video, we show how to use
MonoSLAM to map and locate a full-size humanoid robotto add augmented reality to the real world with a hand- held camera.



International Journal of Research Publication and Reviews, Vol 3, no 3, pp 1243-1246, March 2022 1245

PROPOSED SYSTEM

In this system we are taking input as an image. As we know that we are performing image processing operation on system, so that we are using four
modules of image processing like preprocessing, segmentation, feature extraction and classification where we use ourCNN algorithm. So first we have

passed input as an image then in preprocessing RGB conversion and thenBinary conversion is done then.

After that in the segmentation part the image is divided into the small pixels then after segmentation in the extraction part system extract the geometry
based feature of traffic sign. then in classification where we use our CNN algorithm to classify and prediction[8] ,wepass this geometry based features of

traffic sign to theclassification to for classification and prediction , thenonthat basis it detect the traffic signand then convertitinto the voice alert.
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Figure 1. System Architecture

ALGORITHM

CNN (Convolution Neural Network)

Computer vision and pattern recognition benefit greatly from the use of fully convolutional networks. CNNs are frequently employed in image
analysis tasks such as image recognition, object recognition, and image segmentation. Deep neural networks consist of four layers. In
traditional neural networks, each input neuron hiddenunit. Each input neuron Layer is only linked to other inputneuron units. Only a few of CNN
communicate with layerbe lowit. It's reducing the three-dimensionality the CNN's hidden layer, activation and maximum  pooling. A one-
dimensional array is created by flattening data before moving is generated by flattening Connected Tiers are the last few nodes that are all
linkedtogether completely. Fully linked layers receive as input smoothed output from prior pooling or pooling layers. Sothat's how it works, as it
were.

CONCLUSIONS

In order to record real-time traffic condition notifications, we may integrate our system with an appthat analyses official traffic signals. As a result, in the
worst-case situation, our system will be able to signal traffic-related events at the same time the console's results are displayed on the websites. In terms
of feature coverage, we are also investigating the integration of our system into a more extensive traffic monitoring infrastructure. This infrastructure
could include improved physical sensors as well as social sensors like social media streams. Social sensors, in particular, have the potential to provide

low-cost comprehensive coverage of the road network, especially inareas where traditional traffic sensorsaresparse (e.g., urban and suburban areas).
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