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ABSTRACT—  

This article provides an overview of machine learning techniques in the classification of diabetes and cardiovascular disease (CVD) using artificial neural networks 

(ANN) and Bayesian networks (BN). A comparative study was conducted on selected articles published between 2008 and 2017 and the most used ANNs in articles 

using feedforward neural networks using the Levenberg-Marquardt learning algorithm. The type of Bayesian network used is a naive Bayesian network that gives 

99.51. The accuracy of the classification of diabetics and cardiovascular disease is% and 97.92%, respectively. The implicit accuracy of localized networks has 

been shown to give higher-end results when using ANN. 
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I. INTRODUCTION: 

Machine learning has evolved from research activities to an era in which computers can collect knowledge to imitate the brain. The first effort at ML 

began in 1952, when Arthur Samuel developed the first chess gameplay program to acquire enough skills to become a world champion [1]. Then, in 1957, 

Frank Rosenblatt created an electronic device that could be learned to solve complex problems by mimicking the processes of the human brain [2].  

With ML, PC applications can search from data, understand common styles, and make decisions primarily based on accumulated knowledge, which poses 

a problem with the integrity of used medical databases. There is no [12]. Classification learning techniques are better known in healthcare because they 

are associated with normal life problems and the most used techniques are ANN and BN [15]. 

The application of ml in the disease class is very common, and researchers are receiving more attention in building systems that facilitate the tracking 

and diagnosis of diabetes and cardiovascular disease. According to the World Health Organization (WHO), diabetes and cardiovascular disease (CVD) 

are one of the top 10 causes of global decline [8]. A January 2017 study confirmed that CVD was the main motivation behind the end of global illness. 

The world's largest murderer is at the top of the list of top 10 causes of death over the last 15 years, with 15 million causes of death in 2015 [15]. 

Meanwhile, according to WHO's first global report on diabetes, the number of adults with diabetes increased from 108 million to 422 million between 

1980 and 2014, and the number of diabetic victims. Increased from less than 1 million to 1 between 2000 and 20151, 6 million people [12]. Incidence 

and mortality from diabetes and cardiovascular disease indicate the need for early triage of potential patients who have successfully developed machine 

learning models. These models enable richer and more complex data analysis to obtain more accurate results and make better real-time decisions without 

human intervention [7]. 

This study was designed to study artificial and Bayesian neural networks and their applications in the classification of diabetes and CVD disorders. The 

purpose is to show a comparison of these machine learning techniques and find the best option for classification accuracy [9]. 

II. METHODS: 

The application of two machine learning techniques, Artificial Neural Network, and Bayesian Network, in the classification of diabetes and cardiovascular 

disorders, are compared in this research. The literature study was conducted using 20 published papers to gain relevant data on diabetes and CVD 

classification from 2008 to 2017. It was guided by the experience of researchers from papers that also assessed machine learning approaches in various 

fields of study [4]. 

http://www.ijrpr.com/
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Each category compares the outcomes of five separate articles. Thus, among the 20 papers chosen, 5 papers represent diabetes classification using ANN, 

5 papers represent CVD classification using ANN, 5 papers represent diabetes classification using Bayesian Network, and 5 papers represent CVD 

classification using Bayesian Network. 

A. Artificial Neural Network 

To classify the input data into the desired output, an artificial neural network employs supervised learning. It comprises weighted interconnections 

between artificial neurons that control the influence of the accompanying input signals [3]. In Figure 1, you can see how the ANN uses supervised learning 

to classify input characteristics for diabetes or cardiovascular disease. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1: Classification of input into the desired output. 

 The first step in using ANNs to classify diabetes or cardiovascular disease is to collect and define the data to be fed into the network. The network is 

trained using a predefined training dataset and a predefined training process. Following the training procedure, the ANN is put to the test to see if it 

successfully classifies the condition [5]. Out of the 20 selected publications, 10 presented the results of ANN-based diabetes and cardiovascular 

classification. Table 1 shows the variety of neural networks that have been used to classify diseases. Out of the 20 publications chosen, ten present the 

findings of ANN-based diabetes and CVD classification. Table 1 shows the many types of neural networks that have been employed to do disease 

classification. 

Table 1: Artificial neural network types used in classification 

 

 

 

 

 

 

 

 

 

 

 

The most widely employed form of network in both diseases is a multilayer feedforward neural network, according to an overview of Artificial Neural 

Networks used for diabetes and CVD categorization (Table 1). Most writers in the selected articles [1] chose the Levenberg- Marquardt learning algorithm 

as their training algorithm. Each network compares the system output to the desired output value using the error backpropagation technique, and the 
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calculated error is used to steer the training [12]. The difference between these networks' topologies lies in the transfer function, with the sigmoid transfer 

function being the most widely utilized [10]. 

B. Bayesian Network 

Bayesian networks (BNs) are probabilistic graphical models that can be used to reason about uncertainty. This model uses a directed rotation graph to 

represent a group of random variables (discrete or continuous), where arcs reflect direct links between them and their conditional dependencies. [2]. 

BN's use of algorithms based on probability theory is one of the main reasons why scientists are interested in using it to classify diabetes or CVD This 

theorem is clearly applicable to classification and regression issues [4]. 

Out of the 20 papers chosen, ten present the results of Bayesian Network-based diabetes and CVD classification. Table 2 shows the many forms of 

Bayesian networks that have been used to classify the diseases described. 

 

 

 

 

 

 

 

 

 

 

 

 

Table 2: Bayesian Networks types used in classification 

The most widely used form of network in both conditions is the Bayesian network as an overview of the Bayesian network used to classify diabetes and 

cardiovascular disease [11]. Naive Bayesian networks (NBNs) are very basic BNs consisting of directed ac graphs with a single invisible node and many 

observable nodes [9]. This version of BN uses Bayes' theorem with strong assumptions about the independence of features and does not require too much 

computational time for training, which is one of its main advantages [ 2]. 

III. RESULTS 

When evaluating the accuracy of an Artificial Neural Network with a Bayesian Network for diabetes and CVD class, diverse outcomes have been obtained. 

From decided on publications, Fig. 2 depicts the consequences of educated ANN and BN for diabetes categorization. The accuracy of diabetes class the 

usage of ANN tiers from 72.2% to 99 % at the left side. The accuracy of diabetes class the usage of BN tiers from 71% to 99.51 % at the proper side. 

 

 

 

 

 

 

 

 

Fig 2: Accuracy score of classification of Diabetes using BNs. 

According to the results, Bayesian network has the best accuracy but also has the lowest accuracy. Figure 3 illustrates the accuracy values of the two 

networks when aligned from lowest to highest to get more information from this comparison. 
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Fig 3: Accuracy Comparison of ANN and BNs for diabetes. 

Fig 3 illustrates two curves, with blue representing ANN and red representing BN. Although the BN curve has the best accuracy, the ANN curve has 

higher accuracy in many cases than the BN curve. When we compare the mean accuracy of ANN and BN, we find that ANN has an accuracy of 87.29% 

and BN has an accuracy of 80.98%, indicating that ANN has a good chance of achieving higher accuracy in classifying diabetes. 

Results of ANN and BN trained to classify CVD from selected articles are displayed in Fig. 4. The accuracy of CVD classifiers using ANNs varies 

between 80% and 95.91%, as seen on the left side. Accuracy of CVD classification using BN varied from 78% to 97.92% on the right side. 

 

 

 

 

 

 

 

 

 

 

 

Fig 4.1: Accuracy Score of classification of CVD using ANN 

 

 

 

 

 

 

 

 

 

Fig 4.2: Accuracy score of classification using BNs 

According to Fig.4, the Bayesian Network acquired the best accuracy as well as the lowest accuracy for CVD classification. The accuracy values of both 

types of networks are lined up from lowest to highest and their values are shown in Fig. 5 for a clearer overview of this comparison. 
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Fig 5: Accuracy comparison of ANN and BNs for CVD. 

When these two curves are examined, it can be determined that, while BN has the maximum accuracy, ANN has greater accuracy in more cases than BN 

[9]. In addition, when the mean accuracy values are compared, ANN accuracy of 89.38 percent is greater than BN accuracy of 86.49 percent. 

Furthermore, if we use the formula to estimate population standard deviation (a), we get: 

𝜎 = √
1

𝑁
∑ [𝑥 − �̅�]2

𝑁

𝑡=1
 

This will be able to obtain the data shown in Table 3 

Table 3: Standard deviation values of ANN and BNs for diabetes and CVD 

 

 

 

 

 

When comparing the standard deviations of ANN and BN for diabetes and cardiovascular disease, the highest value was obtained when BN was used for 

both. This suggests that in BN, the variation from the mean is larger. Therefore, it can be inferred that when the classification of diabetes and 

cardiovascular disease is performed by the ANN, there is a greater chance of obtaining more accurate and reliable results. 

IV. CONCLUSION 

Diabetes and cardiovascular disease are the two leading causes of death worldwide. Machine learning techniques such as Artificial Neural Networks and 

Bayesian Networks can be used to classify some disorders very early on. When comparing the mean accuracy of ten scientific articles on the classification 

f diabetes and ten scientific articles on the classification of cardiovascular disease, it was found that the ANN obtained higher accuracy in both cases. 

(87.29 for diabetes and 89.38 for cardiovascular disease). Due to the assumption of independence between observed nodes, the Bayesian network used 

alone may be less accurate than the ANN technique. As a result of the acquired results, it can be stated that when Artificial Neural Network is used to 

classify diabetes and/or CVD, there is a greater chance of obtaining higher accuracy. 
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