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Abstract 

A very important part of the Intelligent Transportation System is a process that predicts how traffic will move. Because of the rise in traffic congestion in cities, 

more time is spent waiting at road crossings, more fuel is wasted, and there are more pollutants in the air. In this study, we want to improve an existing deep hybrid 

model that can predict short-term traffic congestion by learning the spatiotemporal features in a flexible way. It's possible that the model in question will pick up 

on each of these traits one by one. The GRU and the application of the convolution layer both use the residual learning method as their main way to teach. Both of 

these ways are good for getting the information that needs to be taken into account that depends on where it is and when it is. Both of these ways do a good job of 

capturing these dependencies. The results of the experiment show that the strategy given can make accurate predictions even when traffic is difficult.. 

Keywords: Traffic Flow, Deep Learning, residual learning. 

I. INTRODUCTION 

Increasing urban traffic means longer waits at intersections, less efficient fuel use, and more air pollution. In light of this, many people are putting their 

energies into developing technologies that can predict the flow of traffic in major urban regions. Predicting traffic flows effectively is a major challenge 

for intelligent transportation systems. Safe travel depends on an early, accurate estimate of the congestion that will exist in the transportation network. 

Many scholars have offered plans to improve traffic flow, however these plans rely heavily on theoretical models and simulations. The most important 

portions of the transportation system—people, weather, and accidents—may be the most challenging to adequately depict using multiple models. Over 

the past few years, numerous methods have been developed to improve the accuracy of short-term traffic flow forecasts. These strategies are an effort to 

bolster the reliability of future projections. "ARIMA" stands for the Autoregressive Integrated Moving Average Model and is a popular statistical approach 

for generating accurate predictions of time series problems. However, the current traffic flow issue is considered a regression problem due to the need to 

analyse data that is both spatial and temporal in nature. Since it is based on direct correlation, the ARIMA model is unable to analyse the spatial 

information present in the data describing traffic flow. The model can't provide its intended function because of this. Numerous machine learning 

algorithms, including support vector machines (SVM) and others, have also been offered as possible solutions to the time series problems. In order to 

estimate traffic flow, Smith et al. created the K-NN method, which compares a large amount of data to find a solution to a short-term prediction problem. 

Transportation planners utilised this method to foresee traffic patterns. This 

approach not only fails to get temporal data, but it also fails to gather position data. The accuracy gained is affected by the enormous volume of data. The 

approach of Support Vector Regression (SVR), which was proposed by Castro et al., is applied in the analysis of the nonlinear traffic data. Support Vector 

Machine (SVM) is a technology for traffic prediction that maps high-dimensional data's short-term traffic to the margin with the greatest advantage. The 

deep learning model has acquired a respectable degree of precision, and it also provides a faithful depiction of the relevant geographical data. Predictions 

based on traffic flow data can be made using deep learning models. SAE, DNN, and LSTM are all examples of models that fit this description. The Stack 

Denoise Auto encoder, often known as SAE, is used in the process of making short-term traffic forecasts. With the intention of fusing spatial data with 

time information, the SAE makes use of a matrix format. The geographic information is represented by columns, while the temporal information is 

represented by rows in a table. The accuracy of the Long-Term Short-Term Memory (LSTM) during natural language processing is high, and it may be 

used to a wide range of problems, including time series. Artificial intelligence is one of its main areas of use. In the LSTM-based traffic flow forecasting 

created by Zhao et al., temporal information on traffic flow was obtained in relation to time. Due to the fact that LSTM is used to process the data and 

not any other algorithm, this approach cannot be used to successfully capture spatial information. Wu et al. propose a deep learning architecture that uses 

both the CNN module and the LSTM model. When these two models were combined, a hybrid deep learning model was born. Information in both space 

and time can be captured effectively by this paradigm. Accurate traffic flow predictions can be made by combining the features produced by the CNN 

with the LSTM. Here are the sections that make up the paper's structure: Next, we'll talk about a method for tackling the difficulty of predicting traffic 

over the next few days. The third section involves running the necessary tests to collect the outcomes of the forecasts and to fine-tune the dataset. 

Following that, the results are contrasted with the RMSE values assigned to each sub-area. In the last section, we draw conclusions based on the results 

of the forecast and the outstanding obligations. 

http://www.ijrpr.com/
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II. Related work 

Traffic flow prediction is important and has many potential uses, hence many studies have been conducted to improve traffic forecasting methods. 

Methodology can be broken down into three main groups: purely statistical methods, exclusively nonparametric methods, and hybrid methods. 

It is possible to find a large amount of research on traffic flow forecasting in the transportation literature. The management and decision-making processes 

of intelligent transportation systems have benefited from the development of numerous traffic flow prediction algorithms in recent years [1]. (ITS). 

Williams et al. [2] used ARIMA to estimate and forecast automobile traffic volumes. CastroNeto et al. [6] under normal traffic conditions suggested a 

system for online learning short-term traffic flow predictions using the SVR model. The SVR model formed the foundation of the system. Probabilistic 

graphical models provided the lens through which Lippi et al. [3] explored several strategies for predicting short-term traffic patterns. Short-term traffic 

flow estimates can be made with the help of a new artificial neural network (ANN) model, as proposed by Chan et al. [4]. The exponential smoothing 

method and the Levenberg– Marquardt approach were combined to create this model. Sun et al. [5] suggested a Bayesian network-based method for 

quickly anticipating traffic flows. 

Predicting traffic flows is only one area where deep learning is finding increasing use as of late [6]. To extract human mobility and transportation patterns 

from large datasets with varied degrees of similarity, Song et al. presented a deep learning-based technique. built a better framework for a traffic flow 

forecasting model using the deep learning technique of stacked autoencoder [7]. To improve upon previous methods for predicting traffic flow, Huang et 

al. [8] applied the deep learning methodology to transportation research, which incorporates multitask learning (MTL) in the deep architecture. The deep 

architecture was crucial in achieving this goal. To better comprehend the development of citywide crowd congestion, Zhang et al. [9] utilised the deep 

residuals network. In addition, the deep convolution network picked up on patterns, such as the onset of congestion due to an influx of people. Encoder-

decoder and other deep learning models' attention mechanisms are also being studied [10]. This is because "attention" is a crucial part of "deep learning." 

With the addition of features crucial for voice recognition, for instance, Chorowski et alattention .'s mechanism now approaches competitive performance, 

as indicated by experimental data [11]. The addition of crucial voice recognition elements by Chorowski et al. Multimodal deep learning [12] is gaining 

popularity in the field of computer vision, which includes picture captioning and image categorization. Whether you're a [Citation needed] specifically 

LSTM and CNN). Multimodal deep learning is the basis for numerous related studies since it is so effective at enhancing the accuracy of predictions 

generated by deep learning methods. In order to learn a multimodal model from many different inputs, Srivastava et al. utilised the Deep Boltzmann 

Machine. The information was fed into the machine, and voila! It can also be used to aid in the process of categorization and information retrieval. 

However, there hasn't been a lot of  investigation on multimodal deep learning systems for researching traffic flow, so it's unclear if they can successfully 

integrate the benefits of using different data types (such as traffic flow, speed, density, travel time, weather, and accidents data, etc.). If you're looking 

for an alternative to the traditional models of shallow learning that are generally utilised while studying the results of traffic congestion, our strategies 

may be worth a look. In order to capture nonlinear spatialtemporal effects of both local trends and long dependences on single modality traffic data, the 

proposed method makes use of multimodality traffic data (such as traffic speed, traffic flow, weather, accidents, and traffic journey times, etc.) by 

multimodal deep fusion learning. Both the immediate and distant futures show evidence of these results. Furthermore, our approach finds spatial-temporal 

correlations between speed, flow, and travel time in multi-modality traffic data, with an emphasis on the effect on local spatial and long-term temporal 

aspects of the scenario. A lot of work has gone into enhancing the approaches now utilised for traffic prediction as a result of the importance of anticipating 

traffic flow and the breadth of applications that may make use of this information. This is due to its many possible uses in different contexts. Strategy can 

be broken down into three distinct categories: statistical approaches, nonparametric approaches, and hybrid strategies. 

Research in the field of transportation has progressed considerably over the past few decades, allowing us to foresee and plan for traffic congestion. A 

number of methods for gauging vehicular traffic have emerged in recent years [1] to aid in the efficient management of intelligent transportation systems 

and the creation of useful policies and procedures. These methods are intended to be useful. Williams et al. used the aforementioned programme to model 

and forecast automobile traffic using ARIMA [2,] to achieve their goals. In order to predict traffic flows in the near future under normal conditions, 

CastroNeto et al. 

[6] suggested an online learning system that is based on the SVR model. The members of CastroNeto's team came up with this plan. Lippi and coworkers 

[3,] explored the many probabilistic graphical model paradigms that can be utilised to reliably forecast upcoming traffic conditions. This method was 

developed by Chan et al. [4] and relies on an artificial neural network that has been trained to make short-term traffic predictions. The statistical methods 

of Levenberg–Marquardt and exponential smoothing are incorporated into the model. Sun et al. developed a Bayesian network- based approach to short-

term traffic forecasting. The idea was put forth for consideration. [5]. In recent years, deep learning's popularity has skyrocketed [6]; it is currently used 

for a wide range of applications, including the identification of traffic patterns and the forecasting of traffic flow. The system proposed by Song et al., 

which utilises massive amounts of data from a number of sources, can be used to gain insight on human movement and transit patterns. The purpose of 

this system, which was developed using deep learning models, was to gain a deeper understanding of people's movement and commute habits. A stacked 

autoencoder extension was implemented into a deep learning system for traffic flow estimation [7]. The research that Huang and his coworkers did on 

the transportation sector made use of deep learning. Multitask learning, often known as MTL, is a component of deep learning. This method improves 

upon the predictability of traffic flows as compared to the status quo [8,] which is based on more traditional approaches. Also, the deep convolution 

network may be able to extract patterns like urban congestion. To learn more about how this problem has developed over time, Zhang et al. [9] employed 

the deep residuals network. In recent years, there has been a lot of discussion in the academic community about incorporating attention processes into  

deep learning models based on encoder- decoder architectures [10]. For instance, Chorowski and coworkers improved the attention mechanism to include 

features crucial to voice recognition. The research showed that the suggested model provides performance on par with those of previous models [11]. 

Multimodal deep learning [12] combines the strengths of many deep learning models, and has recently garnered a lot of attention in the field of computer 

vision, which includes tasks such as photo captioning and image categorization. The following are examples of activities that can be classified here: 

(particularly LSTM and CNN). This is in part because multimodal deep learning [12] brings together the best features of each deep learning model 
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(especially LSTM and CNN). As stated in its name, multimodal deep learning [12] aims to take advantage of the features that set apart various deep 

learning models (especially LSTM and CNN). As a result of multimodal deep learning's usefulness in boosting the prediction performance of deep 

learning methods, it has been the focus of extensive study in a wide range of fields. This is due to the fact that multimodal deep learning has been the 

subject of intensive study. Srivastava and coworkers used Deep Boltzmann Machine to learn a multimodal model in their study. Multiple forms of input 

modalities are considered in this model. It can also be put to use in information retrieval and data classification. Multimodal deep learning, on the other 

hand, may take advantage of what separate data types and analyses have to offer (for example, traffic flow, speed, dense, journey time, weather and 

accident data, and so on). Significant progress has been made in the field of traffic research, however multimodal deep learning approaches have lagged 

significantly behind. Our method offers an alternate way of analysing traffic congestion, and it may be used in place of both the standard models of 

shallow learning and the methods of traffic flow forecasting that have been presented in the past. These two strategies had both been investigated and 

tried before. In order to capture the nonlinear spatialtemporal effects of both local trends and long dependences on single modality traffic data, the 

proposed method makes use of multimodality traffic data (such as traffic speed, traffic flow, weather, accidents, and traffic journey times, etc.) by 

multimodal deep fusion learning. These consequences manifest themselves in many forms throughout the traffic system. Local tendencies and long-term 

reliance on data from a certain mode of transportation are two examples of nonlinear spatial-temporal consequences. This means that the method can 

capture the nonlinear spatial-temporal effects of both long-term reliance on single- modality traffic statistics and local trends. Our research also uncovers 

spatial- temporal correlations between speed, flow, and trip time in multi-modality traffic data, with a focus on the impact that these correlations have on 

both short- and long- term spatial and temporal dimensions. Planning more effective networks for transporting people and products is one example. 

III. Hybrid Methods 

There are limitations to both statistical and nonparametric approaches to traffic flow prediction, therefore it's probable that a mix of these and other 

methods might be the most effective way to deal with this problem. Numerous papers have demonstrated the benefits of utilising hybrid techniques, and 

as a result, much time and energy have been invested in the creation of hybrid models. Predictions of short-term passenger flow in metro systems were 

made using a method that merged empirical mode decomposition with backpropagation neural networks (BPNN). Foreseeing traffic flow in the immediate 

future, a novel and state-of-the-art hybrid model was presented. Chaos wavelet analysis and support vector machine were used in this model. Bayesian 

combination  model with deep learning for predicting traffic volume using a blend of the ARIMA model, radial basis function neural networks, and gated 

recurrent unit neural networks was developed. This model was developed using Bayesian learning. used two parallel stacked autoencoders as the 

foundation for a multimodal deep learning model. This model is advantageous because it can account for the spatial and temporal dynamics of traffic 

flow simultaneously. An entropy-based grey relation analysis and a double-layer RNN structure are both offered as options for data integration in the 

fusion model described. The surrogate model was developed by fusing three distinct methods of prediction in order to give a short-term forecast of 

highway traffic speeds. These studies suggest that, under normal traffic circumstances on freeways and motorways, the overall accuracy of traffic 

forecasting can be improved by using numerous traffic predictors in conjunction with one another. With the intention of foreseeing highway traffic flow, 

a unified precipitation- correction model was developed. A total of four additional fundamental forecasting models were fused together to form this one. 

Hybrid models have the following benefits: It is possible to increase the overall model's prediction accuracy and robustness by (1) mining the strengths 

of its individual component models. Second, it is possible to replace some of the more difficult single models with component models that can be trained 

or calibrated in simultaneously, speeding up the process and improving its overall success. 

Therefore, we present a unique hybrid approach for traffic flow prediction by integrating deep belief networks with an enhanced ensemble learning 

framework to take use of both the tremendous data mining capability of deep learning methods and the high robustness of ensemble learning technologies. 

The ELM-IBF (enhanced deep belief networks and improved ensemble learning framework) is the name given to this strategy. One motivation for our 

work was the potential of deep learning algorithms to absorb and make sense of massive amounts of data. The results of the trials show that we can 

provide reliable and accurate traffic flow estimates several steps into the future using the ELM-IBF model. That the model could accurately predict the 

findings of the experiments was proof of its efficacy. 

IV. Proposed Methodology 

What it means to be alive is inextricably bound up with the unabated flow of goods and people from one region to another. Travel is experiencing meteoric 

expansion as a direct result of a combination of causes, one of which is the rise in the global population, and another of which is the significance of 

preserving human connection. Both of these factors have contributed to the importance that people place on maintaining human connections. One of the 

primary reasons for this is that people are becoming more aware of the necessity of preserving human connection, which is one of the reasons why this 

phenomenon is occurring. There has been a steady increase in the quantity of traffic that is created by automobiles, and the rapid rate at which technology 

is advancing is directly tied to this rise in traffic. Because of the rapid rate at which the number of automobiles has been rising, the management of the 

flow of traffic among the vehicles is of the utmost importance. This is because there are now more vehicles than there were before. This is because there 

are currently more cars on the road than at any other time in history. One component that contributes to the optimization of the total amount of time spent 

travelling as well as the costs associated with doing so is the management of autos. This helps cut down on overall travel time as well as costs. In order 

to develop a vehicle management system that is functional, it is essential necessary to acquire proper background knowledge. This is one of the most 

important prerequisites. The flow of traffic is one of the most important pieces of information that needs to be gathered in order to successfully design a 

precise system for the control of motorised vehicles. This information is required in order to achieve success in designing a precise system for the control 

of motorised vehicles. One of the causes behind this is as follows: 

The execution of this study was driven by the goal of providing an overview of contemporary applications of deep learning in the field of traffic flow 

prediction, which was also the purpose of the study itself, which was the inspiration for its implementation. The vast majority of the papers concentrate 



International Journal of Research Publication and Reviews, Vol 3, no 12, pp 1695-1700 December 2022                               1698 

 

 

on applications, whereas only a few of the contributions give significant advancements to the theory. The theory is the primary emphasis of only a few 

of the articles. In addition, the names of the individuals whose work was contributed reflect this paradox in their own unique ways. When compared to 

the use of traditional models, the application of deep learning models for the purpose of traffic forecasting has shown some encouraging findings in terms 

of reflecting the non- linearity of the prediction of traffic flow. This is the case when looking at the findings in terms of reflecting the non- linearity of 

the prediction of traffic flow. This is especially true when one considers the contrast between the two different kinds of models. Even though there are a 

lot of benefits to be had from using deep learning models to forecast particular traffic flows, there are also a number of significant drawbacks that come 

along with using these models. These negatives include: These disadvantages include the following: These disadvantages include, but are not limited to, 

the following: Researchers have just recently begun to move their focus away from deep learning systems and toward hybrid and unsupervised methods 

as a result of this. This is an immediate consequence of the predicament. This article provided an overview of the various deep learning architectures that 

are currently being utilised for the prediction of traffic flow, as well as the growing popularity of hybrid techniques. In addition, the paper discussed the 

rise in popularity of hybrid approaches. In addition to that, the report went through how hybrid approaches are seeing an increase in adoption rates. 

In comparison to a traditional DNN, deep learning algorithms have the ability to take in inputs that have several dimensions and carry out complex 

computations with a level of simplicity that is surprisingly high. This allows them to learn from data in ways that were previously impossible. Because 

of this ability, deep learning algorithms can perform better than conventional DNNs. As a direct result of the qualities that were discussed above, these 

methods are able to outperform standard DNNs in a range of different circumstances, which is a significant advantage. It has been shown that the 

application of convolutional neural networks, which are often referred to as ConvNets, is an efficient approach for gathering spatial-temporal data with 

the assistance of filters that are learned on their own. This has been proved. The utilisation of convolutional neural networks was the key to success in 

achieving this objective. Incorporating pooling layers into a Conv- Net not only helps to accelerate the process of computation, but it also adds to an 

increased capacity for generalisation on the part of the model. Pooling layers can be thought of as a combination of the words "pool" and "layer." The 

endeavour of forecasting traffic flow, which was the impetus behind this line of research, is ideally suited to make use of CNNs because of the fact that 

they possess these features, making them suitable for use in the endeavour. This is because CNNs are capable of depicting the patterns that occur in the 

actual world in a more accurate manner than other news outlets. In order for the authors of the study to find out if the data had any instances of spatial 

correlations, they included a Random Subspace learning based deep CNN (RSCNN) model in their investigation. Because of this, they were able to 

analyse the data. The information that was obtained from the Performance Measurement System was utilised in the production of the data collection 

(PeMS). After the generation of three random subspaces for each site, the generated random subspaces are then inputted into three distinct deep 

convolutional neural networks. A collection of candidate sites that were chosen at random from the candidate matrix can be found inside the borders of 

the random subspace that was generated by the random subspace generator. The sites that are shown to be connected to one another in this matrix all have 

the highest possible amount of spatial interdependence possible with one another. The model performs a decent job of taking into consideration the 

correlations in the flow of traffic, and it delivers encouraging results in scenarios where there is a significant volume of traffic. [Case in point:] On the 

other hand, the model is unable of differentiating between weekdays and holidays, in addition to other forms of long-term periodicity that may be present. 

After finishing that part of the process, the authors used the CBOW model and used vectors to represent the different locations. This marked the completion 

of the procedure in its entirety. After that, scientists used comparison and contrast to determine the similarities that were present throughout the numerous 

sites. It was essential for them to carry out these steps in order for them to be successful in overcoming the obstacles that they had previously come up 

against. In the past, challenges of this nature had been encountered. The utilisation of negative sampling was carried out so that expenses associated with 

training may be reduced to a level that was more easily achievable. Real data, average data, and mode data are presented to the CBOW model to build a 

feature matrix. The feature matrix was employed as an input by the convolutional neural network that was being utilised in some of the computations that 

were being performed. In addition to that, the model makes use of pool layers, which are people who are liable for the gathering of data. These persons 

are the ones who are utilised by the model. The Data Grouping CNN (DGCNN) that was introduced in (Xia et al., 2016) demonstrated good accuracy for 

short-term prediction when it was assessed using the metrics of Root Mean Square Error (RMSE) and Mean Relative Error (MRE). Xia and colleagues 

published their findings in the study in 2016. (MRE). Despite this, the network was not successful in producing predictions that were correct throughout 

the course of the long term. 

The accuracy of forecasts made both for the short term and the long term has improved as a direct result of academic researchers developing a wide array 

of cutting-edge methodologies, which has led to the improvement. This improvement has led to an increase in the accuracy of forecasts made for both 

the short term and the long term. The authors of gave the CNN with data in a variety of different batches, some of which included data updated in real 

time, data with a daily frequency, data with a weekly periodicity, and data showing external impacts such as events and holidays. Following that step, all 

of the findings were compiled into a single set, and that single set was subsequently normalised with the assistance of a logistic regression layer. On the 

other hand, the Multi-feature Fusion-CNN (MF-CNN) shown in Figure 5 was successful in gaining accuracy despite the fact that it could only produce 

short-term forecasts. This was due to the fact that it was able to combine multiple features into a single CNN. Despite the fact that it could only provide 

forecasts for the very near future, this was nonetheless the case. The duration of the run time of the model did not turn out to be optimal, and the model 

did not take into account the unusual changes that may have taken place as a result of accidents or other events that were not accounted for. The model 

did not take into account the unusual changes that may have taken place as a result of accidents or other events that were not accounted . 
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Figure 1: A representation of MF-CNN model. 

In an innovative notion, there was also consideration given to the possibility of utilising the extraction of spatio-temporal information to improve accuracy. 

The utilisation of data obtained from smart cards made it possible to construct improved Spatio-temporal Residual Networks (ResNet), which were able 

to successfully capture spatio-temporal correlations and scenario patterns. The first three nodes of ResNet were dedicated to describing spatio-temporal 

linkages, while the fourth node was dedicated to describing scenario patterns. The upgraded version of ResNet only makes use of shortcuts once per three 

layers, as opposed to the original program's practise of making use of them every two layers. After doing so, the image- like tensor was broken down into 

its component pieces, which were determined to be distance, time, and orientation respectively. Every one of these components adhered to the same 

fundamental structure, which consisted of a convolutional layer at the beginning, two improved residual blocks in the middle, and one final convolutional 

layer at the finish. This indicated that the spatial relationships will remain unchanged for the foreseeable future. The boarding and alighting flows for 

each time period were added together, and the sum was used to calculate the scenario patterns. Following the normalisation and encoding of this 

information, a one- dimensional matrix was generated using the data that was collected. In order to generate the outcome, this matrix was initially entered 

into two layers that were entirely coupled to one another. 

In order to train the spatio-temporal correlation characteristics of the traffic data simultaneously from deep to shallow layers, we utilised a three-

dimensional convolutional neural network, also known as a 3D CNN. In contrast to 2D CNN, 3D CNN is capable of modelling data in three dimensions 

thanks to the utilisation of 3D convolution in conjunction with 3D pooling. The model was able to fully exploit spatial and temporal dependencies because, 

first, it maintained the temporal dependencies of the volumetric data that led to an output volume, and, second, it used the same kernel sharing strategy 

in both space and time, which allowed it to fully exploit temporal dependencies as well. These two steps allowed the model to fully exploit spatial and 

temporal dependencies. When estimating future values, this model did not take into account past knowledge, nor did it take into consideration the impact 

that geographic or environmental variables might have. Additionally, it had a better performance than either the ST-ResNet or the ConvLSTM models. 

V. CONCLUSION 

The proposed method employs a neural network that is both more involved and based on CNN-rGRU. This network makes predictions about the near-

term traffic flow based on a variety of variables. Temporal information representation learning for long-term dependencies is accomplished with the 

generalised recurrent unit (GRU) model, while spatial information is captured with a one-dimensional convolutional neural network (1D CNN). 

Convolutional neural network in one dimension is the abbreviation for [CNN]. These two elements form a cohesive whole that constitutes the deep hybrid 

model. In conclusion, the hybrid model can successfully predict traffic flows in the short term. CNN is used to train a GRU model, and this model is then 

used to extract deep features from the dataset, which includes traffic flow data. Next, the density acquired by CNN and GRU is used with residual learning 

to improve accuracy. The experiments show that the proposed technique maintains a constant RMSE value regardless of the number of iterations, and 

that the proposed method's forecast accuracy is excellent when compared to the accuracy of existing baseline methods. The proposed method not only 

efficiently operates on the weekend and in the presence of unique situations, but it can also provide an accurate estimation of the peak hours. Soon, traffic 

data will be able to be classified as high or medium, and this information will be relayed to the traffic lights at the neighbouring road crossings. Therefore, 
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the duration of the "go" signal will be lengthened. The proposed method will undergo further study to enhance its capacity to predict travel times and 

speeds by drawing from a large number of datasets on traffic patterns. 
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