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A B S T R A C T 

 

Load frequency control has been a major problem in the power system. Maintaining the balance between generated power and load demand is our 

primary goal, without change in frequency and tie-line power. This paper deals with differential evolution algorithm, quasi-oppositional grey wolf 

optimization algorithm based optimizing technique. The results are compared with each other and observed which algorithm is efficient. 
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1.INTRODUCTION 

Power system stability demands that total generation, total load demand,  and associated system losses be balanced. When the generation of loads 

matches the  demand for loads, a power system operates continuously. The output of each generator in a power plant that is connected to a power 

system via a load frequency control (LFC) system is maintained in order to balance these two parameters. The frequency reveals how well the system is 

balanced; if it rises, more load is being generated, which prompts the machines to run faster, and if it falls, more load is being consumed, which 

prompts the generators to run slower. Unpredictable load changes result in mismatches between load generation and load demand, variations in 

frequency and tie line interchange schedules, and system instability.[1] A power system introduces the load frequency control (LFC) phenomenon to 

control this. In order to maintain the target frequency and reduce system variance during transient loading conditions, LFC is used. While the allowed 

range for load is 10%, the allowable range for frequency fluctuation is -5 HZ to 5 HZ. Area control error occurs when the variance exceeds over its 

limit (ACE). A control system phenomenon is applied with an optimization approach in to reduce the ACE and optimise the system output in order to 

lessen the impact of this abrupt load shift. There are several optimization techniques used to tune the deviations and maintain the system output 

constant. There are many optimization techniques, 

 1. Firefly Algorithm (FA) 

2.  Particle Swarm Optimization (PSO) 

3. Gravitational Search Algorithm (GSA) 

4. Differential Evolution Algorithm (DE) 

5. Jaya Optimization Algorithm (JO) 

6. Genetic Algorithm (GA) 

7. Moth Flame Optimization (MFO) 

8. Quasi-Oppositional Grey Wolf Optimization Algorithm (QOGWO) etc. 

In Particle Swarm Optimization (PSO) Algorithm for LFC, Separate controls are used to manage the active and reactive powers. The AVR loop 

modifies the voltage, whereas the LFC loop regulates the frequency and active power[1]. The two-area linked power system is simulated for step load 

disturbance in order to study the system frequency, tie line power flow, and system voltage. To stop any system oscillations brought on by the 

disturbance and restore the frequency and voltage to their nominal values is the key goal.The load frequency management issue in a single-area 

electrical power system that comprises of a thermal power plant with a reheat turbine and is coupled to a PV system and wind farm has been discussed 

in Jaya Optimization Technique[2]. This algorithm's primary goal is to analyse and lessen the frequency of power system demand caused by linking 
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wind farms and solar power plants. The Quasi-Oppositional Grey Wolf Optimization Algorithm uses a recently developed meta-heuristic optimization 

approach called grey wolf optimization that is based on the influence of the leadership hierarchy and hunting behaviour of wolves in the wild[4]. To 

examine the performance of two area non-reheat thermal-thermal linked power systems, the proportional-integral and proportional-integral-derivative 

controllers' gains were optimised using the differential evolution (DE) method[5]. Analysis depicts a load frequency control strategy for a two-area, 

diverse-source power system made up of non-identical power plants in the Moth Flame Algorithm (MFO). It makes use of a brand-new controller 

called a proportional, integral, derivative (2-DOF PID) controller[3]. Utilizing several optimization approaches, including the genetic algorithm (GA) 

and cuckoo search algorithm, the performance of the suggested controller is first evaluated using the objective function Integral time multiplied by 

absolute error (ITAE) (CSA). The research shows that employing a 2-DOF PID controller is significantly more resilient than using a conventional 

controller for the proposed system. In Genetic Algorithm,two robust decentralized control design methodologies for load frequency control (LFC) are 

proposed[4]. The first one is based on control design using linear matrix inequalities (LMI) technique in order to obtain robustness against 

uncertainties. The second controller has a simpler structure, which is more appealing from an implementation point of view, and it is tuned by a 

proposed novel robust control design algorithm to achieve the same robust performance as the first one. More specifically, genetic algorithms (GAs) 

[5]optimization is used to tune the control parameters of the proportional-integral (PI) controller subject to the constraints in terms of LMI. Hence, the 

second control design is called GALMI. Both proposed controllers are tested on a three-area power system with three scenarios of load disturbances to 

demonstrate their robust performances. 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

  

 

 

 

 

 

Fig :optimization Techniques 

 

Differential Evolution algorithm: 

Differential Evolution algorithm is a population based stochastic optimization algorithm. Advantages of DE are: simplicity, efficiency and real coding, 

easy use, local searching property and speediness. DE works with two populations; old generation and new generation. The optimization process is 

conducted by means of three main operations: mutation, crossover and selection.[6] In each generation, individuals of the current population become 

target vectors. For each target vector, the mutation operation produce a mutant vector, by adding the weighted difference between two randomly chosen 

vectors to a third vector. The crossover operation generates a new vector, called trial vector, by mixing the parameters of mutant vector with those of 

the target vector. If the trial vector obtains a better fitness value than the target vector, then the trial vector replaces the target vector in the next 

generation[1]. 
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Fig Differential Evolution Algorithm 

 

 

A. Initialization 

B. A population of "np" is randomly initiated at the beginning of the DE process. As stated in (1) [12], the𝑖𝑡𝑕   population vector (Pop) at the 

present generation (g) is indicated[1]. 

C. 𝑃𝑜𝑝𝑖,𝑔 =   𝑃𝑜𝑝1,𝑖,𝑔 ,𝑃𝑜𝑝2,𝑖,𝑔 ,……… . . ,𝑃𝑜𝑝𝑑 ,𝑖,𝑔                       (1) 

D. The initial parameter values were chosen at random and are constrained to the range  𝑃𝑜𝑝𝑖,𝑚𝑎𝑥 ,𝑃𝑜𝑝𝑖,𝑚𝑖𝑛  (2)   represents the maximum and 

lowest border values (3). 

𝑃𝑜𝑝𝑖,𝑚𝑎𝑥 =   𝑃𝑜𝑝1,𝑚𝑎𝑥 ,𝑃𝑜𝑝2,𝑚𝑎𝑥 ,……… . . ,𝑃𝑜𝑝𝑑,𝑚𝑎𝑥                  (2)       

E. 𝑃𝑜𝑝𝑖,𝑚𝑖𝑛 =   𝑃𝑜𝑝1,𝑚𝑖𝑛 ,𝑃𝑜𝑝2,𝑚𝑖𝑛 ,……… . . ,𝑃𝑜𝑝𝑑,𝑚𝑖𝑛                 (3)    

F. Therefore, the 𝑗𝑡𝑕   component of the 𝑖𝑡𝑕   vector is initialized as stated by (4) [12]  

G. 𝑃𝑜𝑝𝑗 ,𝑖 =  𝑃𝑜𝑝𝑗 ,𝑚𝑖𝑛 + 𝑟𝑎𝑛𝑑𝑖 ,𝑗  1 .  𝑃𝑜𝑝𝑗 ,𝑚𝑎𝑥 − 𝑃𝑜𝑝𝑗 ,𝑚𝑖𝑛                     (4)                      

H.                                          Where, 0 < 𝑟𝑎𝑛𝑑𝑖 ,𝑗 ≤ 1 

I. Mutation              

J. Three random vectors are chosen from the current population vector [1]𝑃𝑜𝑝𝑟𝑖 ,𝑔 𝑃𝑜𝑝𝑟1,𝑔   𝑃𝑜𝑝𝑟2,𝑔and𝑃𝑜𝑝𝑟3,𝑔 . The range 1,𝑛𝑝  is used to 

generate the random indices𝑟1, 𝑟2, 𝑟3. Any two vectors' differences are scaled by the scalar parameter F[6]. (calIed as mutant vector). The 

donor vector 𝑣𝑖 ,𝑔 is created by adding this difference to the third randomly chosen vector [12]. The donor vector is shown by the equation 

K. 𝑣𝑖 ,𝑔 =  𝑃𝑜𝑝𝑟1,𝑔 + 𝐹 ∗  𝑃𝑜𝑝𝑟2,𝑔 − 𝑃𝑜𝑝𝑟3,𝑔 . 

L. where F is a mutation constant with a value between [0, 2] 

M. Crossover 

N. The crossover procedure is employed to magnify population variance. The target vector and the donor vector trade off their components to 

create the trial population vector, which is depicted by (6) [12]. 

O. 𝑈𝑖,𝑔 =   𝑢1,𝑖,𝑔 ,𝑢2,𝑖 ,𝑔 …………… ,𝑢𝑑 ,𝑖,𝑔                       (6) 

P. The range of the probability crossover ratio (CR), which is represented by the trial vector, is [0, 1], and it is represented by (7) [12]. 

Q.         𝑈𝑗 ,𝑖 ,𝑔 =   
𝑣𝑗 ,𝑖,𝑔  𝑖𝑓  𝑟𝑎𝑛𝑑 𝑗 ,𝑖≤𝐶𝑅 𝑜𝑟  𝑗=𝐼𝑟𝑎𝑛𝑑

𝑃𝑜𝑝 𝑗 ,𝑖,𝑔   𝑜𝑡𝑕𝑒𝑟𝑤𝑖𝑠𝑒
 (7) 

R. Where 𝐼𝑟𝑎𝑛𝑑  is an integer that can be anything between [1, 2........., d]. d is the variable's dimension in this case. 

S.  
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 Fig DE Mutation scheme in space 

 

 

D. Selection 

The selection procedure is then carried out to determine the target's condition or the trial vector for the following generation. This method guarantees 

that the overall population size stays constant. In (8) [12], the selecting process is detailed. 

𝑃𝑜𝑝𝑖,𝑔+1 =   
𝑈𝑖 ,𝑔+1 𝑖𝑓  𝑓 𝑈𝑖,𝑔+1≤𝑓 𝑃𝑜𝑝 𝑖,𝑔  

𝑃𝑜𝑝 𝑖,𝑔   𝑜𝑡𝑕𝑒𝑟𝑤𝑖𝑠𝑒
                             (8) 

 

3.GRAY WOLF ALGORITHM 

 

GWO is a metaheuristic proposed by Mirjaliali Mohammed and Lewis, 2014. GWO is inspired by the social hierarchy and the hunting technique of 

Grey Wolves. Metaheuristic means high level problem independent algorithm framework. It finds the best solution out of all possible solutions of an 

optimization[7]. 

1. Who are grey wolves? 

Grey Wolf is also known as Gray wolf, it is a large canine. It runs at a speed of50-60 km/h. They live in a highly organized packs. 

 

 MALE WOLF FEMALE WOLF 

Weight 40kg 37kg 

Length 105cm – 160cm 80cm – 85cm 

Height 41inch – 63inch 31inch – 33inch 

 

Table: Specifications of gray wolf  
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 Fg : Classifications of Grey wolf 

 

 

 The Alphas (a male and a female) are the leader of the pack. Other members of the pack follows Alphas[2]. Alpha wolf is responsible for 

making decision about hunting, sleeping places, time to wake up and other. Second level of Grey wolf hierarchy is Beta Wolf. Best candidate to be 

alpha wolf. Beta wolf helps the alpha wolf in decision making and [8]Omega then it is a Delta Wolf. Delta wolf dominates Omega wolf. Delta wolf 

work for pack in case of any danger. They provide food to the pack. Lowest ranking Grey wolf is Omega Wolf. Omega wolf plays the role of scapegoat 

(Victim – who is blamed for the mistakes or faults of other). Scouts, Elders, Hunters and Caretakers belongs to this category. They are last wolves 

allows to eat. Grey wolf Optimization algorithm mimic the Leadership and Hunting mechanism of grey wolves. Main steps of grey wolf hunting are:[8] 

1. Searching for the Prey. 

2. Tracking, Chasing and Approaching the Prey. 

3. Pursuing, Encircling and Harassing the Prey until it stop moving. 

4. Attacking the Prey. 

 

 

 

 

 

 

Fug steps of grey wolf 

Mathematical Model of GWO Algorithm 
Alpha is regarded as the best fit option for simulating the social behaviour of the grey wolf, followed by beta and delta, respectively, while the other 

alternatives are categorised under omega. In GWO, alpha, beta, and delta direct the hunting (optimization) process, whereas omega always follows 

these three wolves. Encircling the Prey[2]. Grey wolves Encircle the prey during hunting. Encircling behavior is modeled as: 

𝐷 =   𝐶 .𝑥𝑃 𝑡 − 𝑥  𝑡  
                                              

                        (1) 

𝑥  𝑡 + 1 =  𝑥𝑝 𝑡 − 𝐴 𝐷   
                        

                        (2) 

Where, t = current iterations, 𝑥𝑝      = position of the prey, 𝑥  = position of grey wolf, 𝐴 .𝐶  = coefficient vectors 

𝐴 ,𝐶  vectors are calculated as: 

𝐴 = 2𝑎 ∗ 𝑟1    − 𝑎                (3) 

𝐶 = 2𝑟2                                (4) 

where, 𝑟1    and 𝑟2     are two random vectors between [0, 1] and the component of 𝑎  is linearly decreasing from 2 to 0 over each course of the iteration.  

Grey Wolf 

 

ey wolf 

Alpha Wolf Beta Wolf Omega 

Wolf 
Delta Wolf 

Searching Pursuing Encircling Attack 
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The locations of the grey wolves are updated during the hunting phase, which is mostly controlled by the alphas. Even though alphas are the primary 

agents during the hunting phase, betas and deltas may also take part in the hunt[3]. We now know the potential alpha, beta, and delta solutions for grey 

wolves, however we are unsure of the precise or ideal prey location. The three best answers (so far) in terms of alpha, beta, and delta are kept, and the 

remaining solutions, including omega, compete to determine the optimum placements. To update the wolf locations surrounding the prey, the following 

formulae are utilised [40]. 

𝐷𝛼 =   𝐶 1𝑋𝛼 −𝑋 
               

 
                                     

 

 

𝐷𝛽 =   𝐶 2𝑋𝛽 − 𝑋 
               

 
                                    

 

 

𝐷𝛿 =   𝐶 3𝑋𝛿 −𝑋 
               

 
                                    

 

 

𝑋1 =  𝑋𝛼 − 𝐴1 𝐷𝛼       
                                                                                  

 

 

𝑋2 =  𝑋𝛽 − 𝐴2 𝐷𝛽      
                                                                                  

 

𝑋3 =  𝑋𝛿 − 𝐴3 𝐷𝛿      
                                                                                  

 

 

𝑋
 𝑡+1 = 

𝑋1+𝑋2+𝑋3       
                                               

3

                                 

 

Exploitation describes the capacity to conduct local searches in and around the potential areas found during the exploration stage. The grey wolves end 

their hunt by attacking their victim when it stops moving, as mentioned in the sections above. Two parameters, as stated below, are taken into account 

in order to mathematically define the model approaching the prey. From 2 to 0, 𝑎  decreases linearly, and this causes the fluctuations of 𝐴  to diminish as 

well. Alternatively stated, 𝐴  is a random number between 
1

2
a; a: The next position of the search agent can be anywhere between the present position and 

the position of the prey when the random value of 𝐴  is between [1, 1]. 

The positions of alpha, beta, and delta provide the foundation for the grey wolf algorithm's optimal search. When looking for prey, they split from one 

another, and when attacking the victim, they converge. In mathematics, the search agent diverges to the prey when the random value of 𝐴  is bigger than 

1 or less than -1. This highlights the GWO algorithm's exploratory tendency. 𝐶  is a further variable in the GWO approach that aids in the exploration 

process. According to (4), the random value of 𝐶  changes between [0,2], which has an impact on the difficulty of determining the distance as in (1). As 

a result, GWO exhibits more erratic behaviour throughout the optimization, promoting exploration and avoiding local optima[3]. 
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4. GWO FLOWCHART 
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𝑋𝑖 𝑖 = 1,2,3,… . ,𝑛  

INITIALIZE THE GREY 

WOLF POPULATION 

 

INITIALIZE a, A, C 

 

Calculate fitness of each search agent 

𝑋𝛼  = the best search agent 

𝑋𝛽  = the second best search agent 

𝑋𝛿  = the third best search agent 

 

 

Update the position of current search agent by 

above equation i.e., find     𝑋𝛼 ,𝑋𝛽 ,𝑋𝛿  

Update a, A, C 

Calculate the fitness value 

Update 𝑋𝛼 ,𝑋𝛽 ,𝑋𝛿  

Iter= Iter+1 

Display 𝑋𝛼  and fitness 

value 

END 

Criteria 

STOP 
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10.RESULTS ANDDISCUSSION: 

 

 

Optimi

zati-   

on 

Performance  

Advantage 

 

Weakness 

 

Suggesti-on Min Fitness Ave 

Fitness 

Ave 

Time 

GA Contain 5/10 

best minimum 

fitness 

Contain 3/10 

best average 

fitness 

Contain 

10/10 faster 

than DE 

and PSO. 

If suitable operation techniques 

were implemented, GA can be 

terminated faster and 

performance can be increased. 

 

The diversity of chromosome was 

increased by using breeding 

operations. 

 

Generation update 

 Whole population 

will be replaced with 

next generation 

chromosome 

 The best solution can 

only be found from 

the global optimum. 

Hence, did not have 

a stable result. 

 

Steady state update 

Some new 

genetic values 

should be 

introduced into 

the population 

without 

increasing too 

much time for 

GA in searching 

optimum result. 

DE Contain 2/10 

best minimum 

fitness 

Contain 3/10 

best average 

fitness 

Contain 

10/10 faster 

than PSO. 

Performed better to GA. 

 

Using combination of the same 

population chromosome in 

forming a new generation. 

Probably none of previous 

generation chromosomes are 

carried forward to the next 

generation. However, better 

result can be produced 

 

Crossover and mutation 

operation were performed as 

one process. 

If crossover and 

mutation 

operation were 

not performed, 

let the 

chromosome 

learned towards 

global optimum. 

PSO Contain 3/10 

best minimum 

fitness 

Contain 6/10 

best average 

fitness 

Contain 

0/10 faster 

than DE 

and GA. 

Velocity and position value can 

be controlled by using velocity 

clamping parameter. 

 

Easier to be implemented 

compared to GA. 

Less number of parameters to be 

tuned compared to GA. 

Too much depending on global 

best position. 

 

Previous velocity and best 

position were referred will make 

the particle position value 

increasing and moving away 

from the global best position 

and optimum results. 

Decrease 

number of 

parameters 

usage. 

 

In this study, the conventional PI or PID controllers' gains have been optimised using the DE optimization technique (taken one step at a time) for 

frequency stabilisation. Additionally, the quasi-oppositional grey wolf optimization algorithm, a novel nature-inspired optimization technique, has been 

used to increase the dynamic stability of an interconnected power system. Last but not least, sensitivity analysis demonstrates that the improved 

QOGWO based PID-controller is highly resilient and provides acceptable performance under uncertainty. 
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