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ABSTRACT 

The most important aspect of transportation is electric vehicles. Electric vehicles are the foundation of a smart city transportation application. The lack of charging 

infrastructure is one of the most significant barriers to electric vehicle adoption. To address the problem of EV charging duration and consumption. To address the 

issue, we are employing Ml algorithms to predict charging analysis, which is beneficial to drivers. It shows how long it takes for the battery to charge fully and 

provides detailed information about an electric vehicle's energy consumption. The reason for using ML algorithms for predictive analytics is that they can train on 

even larger data sets and perform deeper analysis on multiple variables with minor deployment changes. We concentrated on the charging dataset in conjunction 

with energy consumption and session duration in this paper. In this case, we are combining two machine learning algorithms for prediction analysis. Ridge 

Regression. Logistic Regression The algorithms with the best predictive performances in terms of RMSE, MAE, R2, MSE for session duration and energy 

consumption. We emphasized the significance of evaluation matrices and algorithms in charging behavior. 
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1. INTRODUCTION 

The rapid expansion of electric vehicle production and demand. We are using a prediction model that it developed for managing and handling the charging 

needs of electric vehicles. Many studies have been conducted in recent years on the design of electric vehicle power engines, but we must now focus on 

the charging process and prediction analysis [1-4]. So here is a machine learning algorithm to predict the charging analysis of an electric vehicle. There 

are several algorithms available for predicting the outcome of a dataset analysis. To ensure the accuracy of electric vehicle charging predictions, we 

employ machine learning algorithms. In this project, we chose a dataset that contains complete information about the charging process with multiple 

instances that are collected and saved in a dataset [5-7]. Here we will introduce a charging prediction for multiple electric vehicles with multiple instances 

charging plugin and plug out hours, i.e. the time it takes the vehicle to fully charge and the main target is energy consumption in kwh. Based on this data, 

we predict a charging analysis. 

1.1. Methodology 

We determine the process used for predicting electric vehicle charging in methodology. The problem is defined, the dataset is described, and the 

preprocessing steps are highlighted. 

Formulate the problem: Assuming the 𝒕𝒄𝒐𝒏 represents the connection time of a car which the cable plugin, 𝒕𝒅𝒊𝒔𝒄𝒐𝒏 represents the disconnect time of a car 

when it is plugout and 𝑩𝒔𝒆𝒔𝒔𝒊𝒐𝒏 consider the session charging time. e represents the energy delivered to the car during session.v bvc 

𝑩𝒔𝒆𝒔𝒔𝒊𝒐𝒏 = (𝒕𝒄𝒐𝒏, 𝒕𝒅𝒊𝒔𝒄𝒐𝒏, 𝒆) 

𝒔𝒅𝒖𝒓 = 𝒕𝒅𝒊𝒔𝒄𝒐𝒏 − 𝒕𝒄𝒐𝒏 

We predict the session duration and session energy consumption of individual charging records in this dataset. 

http://www.ijrpr.com/
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1.2 Bock diagram of prediction analysis 

 

 

 

 

 

 

 

 

 

 

Fig. 1: Block Diagram 

Above, Block diagram shows that the process of an prediction analysis of an chosen dataset which it includes four steps of processing.  

• Data cleaning: Discard the unwanted data and check the null values and remove it convert the all values in int or float for better prediction 

analysis [8]. 

• EDA: Exploratory data analysis-here analyze the dataset in proper graphs for better understanding  

• Model building: In this section we have to build the algorithm model for a dataset by using google Colab and Jupitor notebook 

• Result:  We achieved an evaluation matrix values RMSE, MAE, MSE, 𝑅2 

1.3 Dataset description:  

We will describe the dataset briefly and highlight its key features [9]. The electric vehicle charging prediction dataset describes how long it takes the 

vehicle to charge and how much energy is delivered to the vehicle in a given period of time. In this dataset, we primarily discuss session duration and 

energy consumption. The energy delivered to the car is the target variable. 

Table 1- Attributes description. 

Attribute Attribute description  

Start plugin The cable connects the charging station to the plug.  

Start plugin_hour In which hour the cable inserted to the charging station.  

End plugout 

End plugout_hour 

El_Kwh 

The charging station's cable plug is removed. 

In which hour the cable removed from the charging station 

Energy delivered to vehicle in kwh 

 

 

2. EXPLORATORY DATA ANALYSIS 

Explore the dataset by correlating the dataset's features. The advantage of an EDA is that it provides complete dataset information in visualization format 

[10-12]. EDA for predicting the charging of electric vehicles by correlating the start plugin and the energy delivered to the vehicle. 

 

  

 

 

 

 

 

 

 

 

Fig. 2: Energy Usage 
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Figure -1: This figure shows that when the cable inserted into a charging station that means start plugin and how much energy delivered to a vehicle. 
 

 

 

 

 

 

 

 

 

 

 

Fig. 3: Relation between the start plugin hour and session energy consumption 

  

 

 

 

 

 

 

 

 

Fig. 4: Correlation of an electric vehicle and energy consumption. 

3. MACHINE LEARNING ALGORITHM: 

Machine learning can speed up data processing and analysis, making it a useful technology for predictive analytics program. Predictive analytics 

algorithms can train on larger data sets using machine learning [13-15]. 

In this paper, we use two machine learning algorithms to predict electric vehicle charging. Ridge regression 

• Logistic regression 

The both algorithms are regression model  

Ridge regression: 

• Ridge regression is used to create a simple model when the number of independent variables exceeds the number of samples in the dataset or 

when there is a correlation between the independent variables. 

• Ridge regression is a technique used to estimate the coefficients of multiple regression models when the independent variables are highly 

correlated. 

• Ridge regression is used to compare models when the dataset has multicollinearity. 

• Hoerl and Kenner first proposed this theory in 1970. 

• The advantage of ridge regression is that it avoids overfitting. 

• It performs best on the training and testing datasets. 

• Overfitting occurs when trained models perform better on training data but perform poorly on testing data. 

• Linear regression and ridge regression are nearly identical, but linear regression establishes a relationship between the dependent variable and 
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one or more independent variables, whereas ridge regression is a technique used when the data is multicollinear. 

• Ridge regression is one of the most fundamental regularisation techniques, but it is not widely used due to the complexity involved. 

• Ridge regression employs a ridge estimator, which is a type of shrinkage estimator. 

• It shrunk closer to the true value, reducing multicollinearity. 

There are two basic regularizations: L1 and L2. L1 regularisation limits the size of the coefficient by adding an L1 penalty equal to the absolute value of 

the magnitude of the coefficients. Ridge regression belongs to the class of regression tools that use L2 regularisation, which equals the square of the 

magnitude of coefficients and does not eliminate any coefficient values. 

Regularization Techniques: 

• Penalize the magnitude of the coefficients of the features. 

• Minimizing the errors between the actual and predicted observation values. 

• Ridge regression model works by the performing the L2 regularization. 

• Tunning factor is lamda controls the strength of the penalty value or terms. 

Logistic regression: 

Logistic regression was used in the biological sciences in the early twentieth century. It is also used in a variety of social science applications. Logistic 

regression is used when the dependent variable is categorical. Logistic regression is a supervised learning technique that is used several times in machine 

learning. There will be categorical or discrete values in the logistic regression output. For example, YES or NO, 0 or 1, true or false, and so on; those 

outputs are between 0 and 1. 

Types of logistic regression: 

The target variable has only two possible outcomes in binary logistic regression. For example, classifying as 0 or 1, passing or failing, and so on. 

Multinominal Logistic regression: The target variable has three or more unordered categories. Predicting which food is preferred, for example. 

Ordinal Logistic Regression: The target variable is divided into three or more categories that are ordered. For example, a movie can be rated from 1 to 5. 

Logistic Regression equation is obtained from the Linear Regression equation. 

Straight line equation: 

y=𝑏0 + 𝑏1𝑥1 + 𝑏2𝑥2 + 𝑏3𝑥3 + ⋯ + 𝑏𝑛𝑥𝑛 

In logistic regression y can be lie between 0 and 1, we can divide the above equation by (1-y): 

𝑦

1 − 𝑦
; 0 𝑓𝑜𝑟 𝑦 = 0, 𝑎𝑛𝑑 𝑖𝑛𝑓𝑖𝑛𝑖𝑡𝑦 𝑓𝑜𝑟 𝑦 = 1 

We need range between -∞ to +∞:  

log[
𝑦

1−𝑦
]= 𝑏0 + 𝑏1𝑥1 + 𝑏2𝑥2 + 𝑏3𝑥3 + ⋯ + 𝑏𝑛𝑥𝑛 

4. Evaluation Matrices: 

There are several measurements for the performance of regression model predictions, but here we are using dour measurements of a given dataset. 

RMSE (root mean square error): The standard deviation of the prediction errors is referred to as the RMSE, and it indicates how concentrated the data is 

around the line of best fit. 

𝑅𝑀𝑆𝐸 = √
∑ (𝑦𝑖 − �̅�𝑖)2𝑛

𝑖=1

𝑛
 

The mean absolute error (MAE) of a model with respect to a test set is the mean of the absolute values of the individual prediction errors on all instances 

of the test set. 

𝑀𝐴𝐸 =
1

𝑛
∑ |𝑦𝑖 − �̅�𝑖|

𝑛

𝑖=1

 

Coefficient of determination or 𝑅2: The coefficient of determination is a number between 0 and 1 that represents how well a statistical model predicts an 

outcome. 
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𝑅2 = 1 −
∑ (𝑦𝑖 − �̅�𝑖)2𝑛

𝑖=1

∑ (𝑦𝑖 − µ)2𝑛
𝑖=1

 

5.Results and conclusion: 

5.1. Results: 

Table-2: 

Evaluation  Ridge regression                                                                                                            Logistic regression 

RMSE 13.55209050208654                                                    11.920842217211556 

MSE 183.65915697674419 142.1064791676533 

𝑅2 

MAE 

-185.78162821127086 

8.29142441860465 

-483.273509979672 

8.231631298801046 

Graphical representation of evaluation matrices: 

 

 

 

 

 

 

 

 

Fig. 5: Evaluation matrices of ridge regression 

5.2. Conclusion 

In this paper, we presented a prediction model for an electric vehicle in terms of scheduling, specifically electric vehicle session duration and energy 

consumption (energy delivered to a vehicle while charging). We trained five popular machine learning models, as well as two ensemble learning 

algorithms, to predict charging behaviour. We use two regression models to predict here. We get results like RMSE, MAE, MSE, 𝑅2 based on performance 

we conclude that Logistic regression gives best results than Ridge regression.  
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