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ABSTRACT 

Cloud Computing has emerged as one of the most sought after fields in computer science. Several applications which need high computational complexity but 

cannot be performed on conventional hardware prefer to leverage cloud based platforms. Hence with increasing traffic and load on cloud servers or cloud based 

platforms, there seems to be a natural need for cloud workload prediction so as to estimate and manage cloud based resources. The present paper presents a neural 

network based approach for cloud workload prediction. The proposed model uses the PolakRebiere algorithm for workload prediction. It has been shown that the 

proposed technique outperforms previously existing technique [1].The performance evaluation parameters have been chosen as mean absolute percentage error 

(MAPE) and regression. It has been found that the proposed system attains an MAPE of 3.65% only. The number of hidden layers taken is 10. 

Keywords—Cloud Workload Prediction, Artificial Neural Network (ANN), Polak Rebiere Restarts Algorithm, Mean Absolute Percentage Error 

(MAPE). 

I. Introduction 

Cloud Computing has revolutionized computational technology with cloud based platforms catering to the needs of systems unable to run complex 

processes on available hardware. Cloud computing has drastically transformed the means of computing in recent years. In spite of numerous benefits, it 

suffers from some challenges too.[2] Major challenges of cloud computing include dynamic resource scaling and power consumption. These factors 

lead a cloud system to become inefficient and costly. The workload prediction is one of the variables by which the efficiency and operational cost of a 

cloud can be improved. However, the data being large and complex needs the aid of Artificial Intelligence for the prediction for the prediction 

purpose.[4] 

II. ARTIFICIAL NEURAL NETWORKS 

The architecture of artificial intelligence can be practically implemented by designing artificial neural networks. The biological-mathematical 

counterpart of artificial neural networks has been shown below.  

 

 

Fig.1 Biological-Mathematical Counterpart of ANN 
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The mathematical conversion of the ANN can be done by analyzing the biological structure of ANN. In the above example, the enunciated properties of 

the ANN that have been emphasized upon are: 

Strength to process information in parallel way. 

The power to grasp and learn from weights 

Searching for patterned sets in complex models of data. 

To see how the ANN really works, a mathematical model has been devised here, to indicate the functions mathematically.[7]. Here it is to be noted that 

the inputs of information parallel goes on into the input layer as specified whereas the end result analysis is marked from the output layer. 

 

 

 

Fig.2 Mathematical Modeling of ANN 

 

The figure above illustrates the ANN mathematical model. 

The feature of parallel acceptance and processing of data by the neural network serves a vital role. This ensures efficient and quicker mode of operation 

by the neural network. Also adding to it, the power to learn and adapt flexibly by the neural network aids in processing of data at a faster speed. 

[2]These great features and attributes make the ANN self dependent without requiring much intervention from humans. The ANN output can be put 

forth like: 

 

𝒀 =  𝐗𝐢 .𝐖𝐢   +    𝛉𝒊
𝐧
𝐢=𝟏       (1) 

Here,  

Output by ANN marked by y 

x signifies the inputs to the ANN 

The weights of the ANN shown by w 

ϕ denotes the bias. 

Training of ANN is of major importance before it can be used to predict the outcome of the data inputs.  
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III. POLAK REBIERE RESTARTS ALGORITHM 

The Polak-Rebiere algorithms, is considered as one class of optimization methods, are much more efficient than gradient descent algorithms (GDAs) 

having a low memory requirement and providing fast convergence. Also, its practical for minimizing functions of very many variables since its space 

complexity is relatively less.  

The training rule for the Polak-Rebiere algorithm is given below: 

𝒑𝟎 = −𝒈𝟎(2) 

Where,   

𝑝0represents the negative gradient given by 
𝜕𝑒

𝜕𝑤
 

 

The search direction vector 𝑝𝑘  for iteration k (representing adaptive learning rate gradient descent) is given by: 

𝒑𝒌 = −𝒈𝒌 + 𝜷𝒌𝒑𝒌−𝟏 (3) 

 

The constant 𝛽𝑘 is computed by: 

𝜷𝒌−𝟏 =
𝒈𝒌

𝑻+𝒈𝒌

𝒈𝒌−𝟏
𝑻 +𝒈𝒌−𝟏

                (4) 

 

The weight adaptation is given by: 

𝒘𝒌+𝟏 = 𝒘𝒌 + 𝜷𝒌𝒑𝒌(5) 

Here, 

𝑤𝑘+1is the weight of the next iteration  

𝑤𝑘 is the weight of the present iteration  

 

The activation function used by the Polak-Rebiere algorithm is the tan-sig function mathematically defined as: 

𝒕𝒂𝒏𝒔𝒊𝒈 𝒙 =
𝟐

𝟏+𝒆−𝟐𝒙
− 𝟏      (6) 

 

ANN, which has a powerful connection between the input and output variables, is a mathematical model that reflects learning and generalization ability 

of human neural architecture. ANNs consist of the input layer and the output layer, furthermore, the layer(s) between input and output layers are 

referred to hidden layer that may be one or more, helps to capture nonlinearity and is not directly observed. In theory, ANNs can be contained an 

arbitrary number of input and output variables. However, it must be noted that the number of variables and computational cost  is entirely proportional. 

The number of neurons per layers, training algorithms, epochs, maximum training time, performance values, gradient, and validation checks can be set 

before training of an ANN. 

IV. System Design 

This prevalent system of data utilizes data from the data sets of NASA and Saskatchewan server’s data for different prediction intervals. The 

parameters used for training the neural network are:[1] 

 

1) No. of servers 

2)  No. of uers 

3) Response time 

4) Deviation delay value 

5) Cloud Storage value 

6) Mean Deviation value 

7) Job Queueing value 

8) Number of Operational Nodes 

9) No. of Requests 

 

The data is then broadly divided into a training data set and another is the testing data set. 80% training & 20% testing; of the data is deployed for 

testing.  

Following illustrate the performance metrics pertinent to the system designed based on the ANN topology: 

1) Mean Absolute Percentage Error (MAPE) 
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𝑴𝑨𝑷𝑬 =
𝟏𝟎𝟎

𝑴
 

𝑬−𝑬𝒕|

𝑬𝒕

𝑵
𝒕=𝟏                  (7) 

 

Here Etand Et
~ 

stand for the predicted and actual values respectively. 

 The number of predicted samples is indicated by M. 

 

2) Regression 

The amount of similarity between the predicted and actual value set is referred as Regression. The maximum regression value is 1 signifying complete 

similarity whereas the minimum value is 0 that shows no similarity. 

V. Results 

The results have been evaluated based on the following parameters: 

 

1.  (MAPE) 

2. Regression 

3. MSE w.r.t. the number of epochs  

 

 

 

 

Fig.3 Designed ANN Structure 
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Fig.4 Predicted and Actual Cloud Workload 

 

 

 
 

Fig.5 Variation of MSE with respect to epochs 
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Fig.6 Training Parameters 

 

 

Fig.7 Regression Analysis 

 

 

From the above figures, it can be concluded that the proposed system attains the following results:  

1) MAPE of 3.65% 

2) Regression of 0.98 (overall) 
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A comparison in terms of the prediction accuracy with respect to previous work is given below is given below: 

 

 
 

Fig.8 Comparative Accuracy Analysis 

 

Conclusion 

The proposed work uses the Polak-Rebiere Restarts algorithm for cloud workload prediction. The structure of the neural network uses a 1 -10-1 

configuration. It has been shown that the proposed work attains a mean absolute percentage error of 3.65% only. This is significantly less than the 

previous work [1] which attains a mean absolute percentage error of 10.26%. The prediction mechanism can be useful for data centers using the cloud 

platform. 
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